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STUDY OF ANIMAL SIGNAL: AND NEURAL PROCESSING,
WITH APPLICATIONS TO ADVANCED SONAR SYSTEMS

INTRODUCTION,

This progress report summarizes the work done under éontract No,

A

N00123-73-C-1144. The report extends the results obiained under two previous con-
2,

tracts, All three contracts were performed under the auspices of the Biosystem

. _ , _ ) _ &
Research Department of the Naval Undersea Center, San Diego, California.

The report begins with a summary of past results, along with some re-

marks that pertain to newer discoveries, An important new approach to the analysis

of animal echolocation bahavior is presented in Section 3. This approach is exciting

sy

because it relates the sonar signals used by bats and cetaceans to wall-accepted models

of the mammalian auditory processor. It is analogous to approaching the problem from

I

1 ) . .
"away around on the far side", a vantage point from which animal echolocation behavior

i
i

and the theory that has been used to explain it beacame much more obvious and easily
accepted.

The fourth and fifth sections consider likelihood ratio testing and signal
to interfersnce maximization as applied to our model of the animal sonar system. R
is demonstrated that wideband signals constitute a more practical set of basis func-
tions than sinusolds, when the recelver is completely linear.

*The advice, encouragement, and criticism of W, E. Evans and C. 5. Johnson (both of
NUC) has been especially helpful,
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The sixth sectien describes some new results concerning bat signals. It

was previcusiy thougﬁ%g that bat signals are used to convey amplitude modulation {AM)

information. BMore recent results indicate that bat signals, like those of cetacsans,
can be explained in terms of linear filter characterization, This finding, however,
dees not negate the AM hypothesis. For certain carrier signals, it happens that AM
can be described us a linear filtering operation,

The seventh secticn describes an experiment that is présently being under-
taken as a practical test of the theory.

The eighth section describes two alternative models of the auditory system,
Both models invelve a 3et of constant-Q filters, but the model suggested by the author
incorporates filters with narrower bandwirths, which are viewed as the basic components
from which the constant-Q filters are constructed,

The ninth section deals with the problem of minimizirg the volume undar
the wideband ambiguity function, Volume minimization is of only incidental importance
for animal echolocation, but is of interest to designers of conventional sonars when

planzr targets are assumed.

It has been mentioned that, for certain carrier signals, AM can be described

as a linear filtering operation. This set of carrier signals is composed of all waveforms
that can be expressed as finite order polynomials over a bounded frequency interval
[0, W 1. The advantages of these waveforms for characterization of time varying

linear systems and for communicaticn are discussed in Section 10, Taylor series

P e e

“MWW
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-~Continued,

characterization of signal spsetra provides a viawpoint from which ane can easily dis-
cern the quantitative equivalénce between time varying fillers {or targets, or channels)

and time invariant onés,

The mathematical processes involved in animal echolocation are intimstely
relaied to the processing of speech by the human auditory system, This relation iz
) @rmdméecﬁgniiz}ﬁeﬁi new mathod of extracting :nformation from speeck is
suggested. The method can be interpreted as a speech dacoding algorithm. Suchan
algorithm can.be applied %> data reduction for transmission of speech, to computer

understanding of spéech, and {5 phoneme synthesis,

The Appendix includes somé mathematical preperiies of the signals that
have been derived to explain animal echolocation behavior.
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13though the preceding paragraphs preview the copients of this raport,

they may not provide safficiert raason to pfoceed unless a perticular subject has caught

the reader's eye. I is advisable, then, to consider the report fram the viewpeint of

Tna U, S. Navy has sper:!t more than a few dollars to support this research,
and the author has spent morc tian a few haw's fo carry {t out. Tc what ends have this
time and morey been-spant? The repsrt pives some vesults, but whitt were the questions
aad concarns that motivated the reséarch? Some of the guestionz are well defined; others

are soniewhat nebulouz, The guestion= seem to fit thvee major categorics:

L Sonar Systems,
A, Spoctilc Juestians,

How should a sonar system deal with the commonly observed
situation: in which a target echo only faintly resembles a wideband trans-

raitted signal? 1= there a general mathematical deseription for such a

phenomenon? Cau the phenomenon be exploitad for target recognition
or clutter suppressinn? Can it be circumvented so that matched filter-

ing can be applied to wideuand sonar echoes? What sigmals and fliers

A

are optimum for (a) explsiting or (&} circumventing the prenomenon?

B, Neéhulouz Questions,

Can an automsiic man made sonar system duplicate (or better)

[

the target recognition and ciutier suppressia capabllity of cetaceans
and bats? How would such a system work?




_—~Continued,

Animal Eckoloaation.
Specific Questions.

is there a restricted set of signals that encompasses most

animzal echclocation waveforms? Is there a general theory that is

zpplicable te both porpoisé and bat sonar? What is the meaning of
existing neurophysioicgical and psycheacoustic data; interms of a
mathematical mods! of the animais! receivers?

Nebulous Quéstions,

If animal echolacation behavior is raathematicaily explained,
what then? Will neurophysiologists and paychoacousticians be given
a new set of interesting experiments to perform, in order to discover
how the theory is implemented? Can neurophysiological data reveal
new processing implementations that weuld be useful to the engineer?
Does an understanding of animal echolocation lear ¢ an understand-

ing of other auditory processes, such 25 spée’n recognifion?

Commumication Theory, Medicine, and Other Applications.
Specific Questions.

How do the answers to the above questions direcily benefit the
analysis and synthesis of man made commaunication systems, as well
ag sonar sysiems? Are there some straightforward applications fo

medicine, e.g,, to diagnostic ulirasound?
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Nebulous Questions,

How can other branches of enginéering 6r sclence benefit
from an understanding of animal echolocation systems?

~ Most of the above questions are mswered; with varying degrees of con-
fidence and completeness, in this report. It ic the author's hope thatl the report not
only answers some past questions, but generates insights for interesting and useful
future work. It is also hoped that the reader now has sufficient motivation to investi-
gate this report, as Well as related research, in further detail.

*The prospects of using animal echolocation are inexhaustible in the ares
of technology, engineering development and in all those problems which have been
raised by bionies, Numerous articles and books have been writien on this, and diverse
fudgments have Uoen offsred st spscial conferences and symposia. But up o now thay

mve reflected ususally hypotheses, searches, desires, and dreams rather than specific
results, We might recall here the wise words of the professor at Leningrad University,
4. A, Ukhtomskiy: 'Man is a very powerful being: if he begins to dream seriously,

tken this means that sooner or laler the dream will come frue®. ™
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REVIEW OF PREVIOUS RESULTS.

A Sigaal Processing Model.

The cetacean sonar signal processor is mcdelled as shown in Figure 21,

Auditory threshold data (Figure 2-2) seems fo imply the exisience of the whifening filler
shown in the Figure Z-i. For z constant internal threshold ’?g , the externally measured
threshold of hearing T, (w) should satisfy the equation

TE ) Wi) = ’% (1)

where W (@) is the transfer function of the whitening filter. Given the shape of W (w)
from Figure 2-2 and Equation (2-1), one would expect W {w} fo vary inversely with
SK {=-), the ambient noise power spectral densily, Figure 2-3 indicates that W (v)
indeed behaves as a whitening flter.

 Description of Objects: Target Transfer Function.

Many engineers have suggested that radar/ sonar echoes can be described
as linear transformations of transmilied waveforms. +9 This description implies that
the Fourier transform of the echo, E (w), can be expressed as the product of the target
transfer function, T {w}, and the Fourjer transform of the transmitied signal, U (e);

E@ = T U,

Simpls geomatrical forms (spheres, cylinders, cones, ete.) heve radar

or sonar cross sections, | T () ig , that can generally be represenied by only a féw

T

i
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: . | SIGNALSWITH
SIGNALS WITH GOOD SIGNALS THE PROPERTY
THE PROPERTY FOR TAYLOR THAT

THAT SERIES ©max Ixyy (r, kM2
\ TARGET Eeh 0 2
W U{w) = CHARACTERI- ue %

Cp U (w/k™) ZATION FOR n = ALL NON

ZERO INTEGERS

Fiqure 2.5, An Illustration of a Signal Design Method to Achieve
the Decorrelation Requirement Shown in Figure 2-4,

2.::
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The first-set consists of all signals that satisfy condition (2-5). The second 3et consists
of signals that are sensitive to scale mismatches of order k, kz s %:3 , ete.

It can be s?séwnsthat the whitening filter in Figure 2-1 has no effect upsn

‘target characterization with the signals (2-8), provided

W s ©° (2-9)
as shown in Figure 2-3. Each filter in Figure 1 is then maiched to a differently scaled

Version of the transmitted signal, and the output of each filter estimates the value of a
different target coefficient in Equation (2-3).

Tursiopg Echolocation Signals

The measursd waveforms * in Figure 2-5 were rocorded while & Tursiops,
vision occluded by opaque rubber cups, was discriminating between two acoustically

different targets, 12

The theoretical signals in Figure 2-6 correspond to diffevent versions of
{2-8), as listed in Table 2-1. The animal whose signals are shown in Figure 2-6 was
born wild, and demonstrated a well developed ability o discriminate between targeis

* A}l porpoise signals shown in this report were measured by W, E, Fvuaus of NUC,
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Mzihematical Expressions for the Theoretical Signals in Figure 2-6.
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Figurve 2-8,  Thaoretical and Measured Tursiops Sonar Signals (Experienced Animal
Born Wild)
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—-Continued,

by means of echolocation. At the time the signals were recorded this ability had become
perfected even further, =o that comparatively few pulses were used to perform the dis-

¢rimination,

The measured wavefory:s in Figure 2-7 were recorded when a dolphin was
performing range discrimination between two identical targets., The anfmal in this case
was a Tursiops that had been born and raised in captivity. When this inexperienced
animal was first induced to accept the rubber cups that occlude vision, he avoided large
objects but was very cautious about getting too close fo them. The animal could not
initially find or recognize dead fizh ard exhibited on obviously startled reaction when
he happered to bump into one, The dolphin learned quickly, however, and could soon
recognize a fish or 2 hand in the water. ¢ was interesting that a fish keld in 2 hand
constituted a new recognition problem, even though fish and hand could be recognized
separately.

Even after developing the ability to discriminate between targets, the lex-
perienced animal's signals were occasionally unorthodex, as shown in Figure 2-7, Although
the {wo measured signzls in Figure 2-7 do rot appear similar fo those in Figure 2-6,
the theoretical waveforms can still be expressed in terms of the functions (2-8). The

parameters of the theoretical signals are given in Table 2-2,

The theoretical waveforms in Figures 2-6 and 2-7 are very similar to
those used by Tursiops. This similarity suggests that the porpoise signals are "'good
waveforms for target dascription, ' as depicted in Figure 2-5. The theoretical wave-
forms that coincide with Torsiops signals can be further snalyzed to determins their

2-15
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2.2 --Contimed.

efficacy for target description and clutier suppression, as well as their resislance
to confusior when objects are moving.

The wideband ambiguity function of the first theorstical signsl in Figure
2-6 is shown in Figure 2-8. Figure 2-8 shows the region of the streich axis where
fypical target velocities (220 knots) would appear. The response of the filter UF* ()
to energy normalized echoes of the form k| gj?, U{w/k)forn = 1andn = Zcor-

respond to profiles drawn along the dotted lines in the fgive.

The ambiguity function can be interpreiaed as the vesponse of the filter
U#* {) , maiched to the transmitied signal, to energy normalized echoes that are
scaled versions of the transmitted signzl. With this ifferpretsation it is evident that the
signal will work well for detecting large planar objects surrounded by small Rayleigh
scatferers. The sonar cross seclion, | T{w) | 2 , of a Bayieigh scatiersr 13 varies
as w ;I. Since such a seatterer is small in comparison with a wavelength, T {&) will
have negligible phase varistion a8 a function of frequency. Therefors T {) is oro-
g%‘:asaféietg The filier's response fo a planar target is at 2 = 1 in Figure 2-8,

=3
while the responss fc a Ravleigh scatfererisats=k".

Bkerk gj}'ﬁ 0* {= 5%;&% ip ctheyr sealed, enaypy normslized varsions of T {3, K one

engrgy normslized LR A
is Iooking for féaﬁieaﬁﬁer@ga;gge ﬂazﬁi‘ﬁ&gm the fiter
The :ésgmasiéﬁgﬁer o an energy normalized echo from the flat reflector is
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2,2 ~_Contimued,

] . B -2 . % . .
then given by the s =k ~profile in Figure 2-8, while the i<aponse to the small seat-

terer is given by the 5 = 1 profile,

The ambignity function of the theoretical Tursiops signal Indicates that

Tursicps arpear capable of Iocating and identifying a small target that {s positioned
sgainst 2 highly reflective surface, e, g., fish floating st air/ water interface, fisk

{n confact with a rock, or fish on 2 fiat bafiom,

Hittle confusion is introduced by moving targets, since the scale factsr assooiated
=itk siction i= much Isss then thet associafed with reflection from complex objects,

The signal is saificiently seale sensitive for target desm

wlllm

-
*
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ﬁa%,_ﬂ product”  {o be Ty doppier resolvent,
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form should work well for detecting a small object aniid plamar clutier. Indeed;
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mally scale sensitive waveforms when signal bandwidih is rigidiy constrained, ™ 15
These similarities have cassed somé confusion besauss (1) Sandeidth 2nd dration are

immobile targeis. The theory of targel description summarizad in Figure 5 provides

an expiaastion for both of thess phenoimsss
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functions are reasonably well known (or if they can be measured} then it gshould be pos-
sible to discriminate against iaterfering reflectors even when the reflectors have range

and velocity identical to those of the target.

Let V* (w) pe the transfer function of the filter that is used to process

received eclives, and let

Eq (@) = Cl) Uw) {2-11)

be the echo from a typical clutter reflector. If v (t) is the inverse Fourier transform

of V (v), then the response of the filter to a given clutter echo is

R(r) = f VD e *(teT) dt (2-12)

-0

where 4&c {t) is the inverse Fouri:r transform of E{: {w). In texms of spectra,

R(r) = (1/27) f Vi Er e e T a
gt 2
= (/27 j’ V (@) U* (w) C* () e 77 qu
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2 3 --Continued,

Let v (1) be a probability density function that describes the range distribution of cluiter
reflectors, where 7 is measured relative to the target. 'The axpected ouiput power
(clutter response) of the filter is then

L

clutter response = Ec f pit) | R(M | zé?

where Eé is the total energy of clutier returns. Since r is measured relative to tha
target, T = 0 corresponds to the arrival time of the target echo. The response of the
filter to the target echo is

ﬁ t..,
target response = E_| (1/27) ] T ) Ul VFw) e’ du| 2,

o {2-35}
where Eg is the signal energy.
Since the maximum response is assumed to occur at += 90,

-]

) . 2
maximum target rosponse = Eg 1/ 27) T {@)T{) Vi {wydw |7,

a
r
!
0
!
1
I
i
i
i
I
i
1

(2-18}

Assuming that the noiss is approximately white over th» receiver's bandwidih, the
expected noise response of the filter ie

g Bl
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_ -—Continued.
-+

noise response = {Ng,f 2) - (1/2%) f J Vi 2 dw

=5

where on 2 is the noise power spectral density,

Interference is the sum of the noise respons. and the clutter response,
The signal-to-interference ratio is then

1 ;,;a K
E_ g-é-‘—;;- j T {v) U (@) V() dw ;2

f |V @ i do+E f p@) R | Car

- i3

# L
I o f T{e) U{w) V* {w) dw

= ] SE = ] - -
f | V (@)} 2 4w + g.i:_ j f Y {x) H (o, X}V*(w) dxde
o

-5 -

{(2-18}

=
] T{wy Uiw) v* (v dw
-
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k--3
H{w,x) = j pir) T, Clw) UF (9 C* (%) e - D Tar 220

-

The filter fuaction V {w) that maximizes SIR will maximize the numeratcy

of {2-18} while ccastraining the denominator to be small, For energy normalized filter

furctiors, this approach leads to a constrained version of the Schwarz inequality. 21

The solition is

-~
-

T
) = @u/NY T U@ - @E/27N) } V (x) H(w.x) éx.

L%

=
if clutter is assumed to be uniformly distribut:d in range, then

U* (x) C* (x} 6{x-w)

Using (2-10) aad (2-11), thke maximum SIR receiver for white noise can
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-~Continued,

Equations (2-23) and (2-24) give the best filter function for a given signal,
The next sicp is to find the best signal for a given filter.

Since we are working with unit energy functions,

=27E _ 9r. (225

Equation (2-18) can then be rewritien

E f
o E

=
=

T{w) V* {&) U{w) dw

2 =
| U) | dw+ égg }s{ U* (%) G (. X) U { dxdw
o
==

(2-26)

-} () 7

P(T) VHw) Cle) V() C*ix) ¢ ar . (22
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Comparison of Equaticns {2-26, 2-27) with Equations {2-15, 2-20) reveals that whea

V (w} is replaced by U* {») {2-28}

U (w} is replaced by V* (w) (2-29)

the SIR is unchanged. The substitutionc {2-28, 2-29) can then be applied to Equation
(2-23), yielding

BT (@) V(@)

+ Ep0) | V(@) C@I

Indesd, the expression (2-26) is maximized when

o€
Ut @5 = @u/N) T@ V@ - @E/2N) [ e @wn o
7

(2-31)

and whea p (T} is uniformiy distributed in range, Equation (2-31) becomes idanticsal with
Equation {2-30).
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23 --Continued.

Given an initisl signal with Fourier transform ii}i {v), the best filier func- =
tionV { (w) is given by Equation (2-23). The best signal {?2 {=} corresponding o ‘?i {w}
s then given by Equation {(2-30). Cne can thus find the cptimum signal-filier pzir by
iterative substitution into Equations {2-23) and {2-30). The opfimum combination will
resuit in negligible change whan additional iterations are applied in an atiemyt {c clidain
better signal and filter functions,

[l

The above procedure gives an optimum signal-filter pair for clutter sup-
pression on the basis of reflector shapes, for = white noise background. The usual =
background encountered in the open ocean and in harbors is generaliy colored, however,
as shown in Figure 2-3. For a noise specirum S§ {t) that has a colored component

S {w), the cptimum filter function changes. Let =
¢ =
s? {w) = :i; 2 s s{% w), (2-32) %
so that the noise response in (2-17) becomes
) = 2
noise response = {3\;52) s (1727 f | Vi) dw
- %
= 5 =
+ 1/ 27) f s @IV P d . (23
2-28
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When the extra term in (2-33) is included in the denominator of the SIR in Equation {2-18),
the filter function that maximizes SIR must satisfy the ecuation

2E =
V (@) -.f;& T U)- ;¢ f V (%) H{w,%) &

o -
et

-@/Nj S ) ¥ (@),

i.e., anextra tera is added to the right hand side of Equation {2-21).

filter function becomes

il

TE o 0* {o
V) = BT T

i
-4
2

2
+ S5 @+ EpO®|Ui{)Cl)]”

<

Since the colored noise term in {2-33) is independent of the signs], the
expression (2-30) for the oplimum signal is unchanged. Neveriheless, 2 simultaneous
solution of Equatinn:s (2-30) and {2-25) for an optimum signal-filter pair will gensrally
result in a different signal function when colored noise is infraduced.

As in the clutter-free situation, it appears that the cptimum filter is
matched to the signal when noise is white, but a mismatched filter is optirmum when
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The two gquantities on the right hand side of (2-39) camnot be equal unless Se {=y= 0,
A maiched filter is only opiimum when the additive noise has coustsnt power speciral
céensify. For colored noise, 2 mismatched filier resulis in =2 Iarger signal to inter-

fereace ratio,
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3. LINEAR FILTERS FOR TAYLOR SERIES SIGNAL ANALYSIS, WITH

V.

APPLICATIONS TO THEORIEZ OF HEARING AND ANIMAL ECHO-
TOCATION.

How does one determine the Taylor series spectral coefiicients of any
given time function? The mothod that first springs to mind is to evaluaie the deriva-
tives of the function's Feurier iransform af « = 0, This method, however, has certain
disadvanisges which il be discussed.

A better scheme would be to find a lisear fillering opezation such that each

can indeed be constructed, The resulting processor is a zank of constant Q filters,

The imporiance of this filtering fachaique is that the resulfing orocessor
corresponds closely o psychoaccustic models of the mammalian suditory spectrum
anzlyzer. The correspondence implies that the sound processors of porpoises, bats,
and people are a1l designed for Taylor series spectral snslysis., The efficient utili-
zation of thess processors as soaar receivers involves the transmission of a periicular
set of echolocation signais, This signal set is the same as the ane deseribed in Sec-

tien 2,

Iz summary, one can start from the premise that signsls are to be analyzad
in f=rms of their Taylor ssries spectral cosfiicients, With (his premise, one can
derive both the signais and the sonar processors that are employed for animsl echo-
Jocation,
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Taylor Ssries Signal Analysis,

Suppcse = recefred signzl f {) is fo be described in ferms of the complex
povier series ccefficients of its Fourler transforn: F (v}, f.e. , interms of fe s iz R

s 3 iﬁ; sss 3 WHETS

Fi) = z foow” E-1

L

A straightfovward way to obfain the Taylor coefficients n ? gg iz o

multiply £ () by § )" “ad measure the d. c. level of the resuliing function, f.e.; to £

i

erzjustls

0

Such a procedure is disadvantagecus because if invelves 2 nanlinear oper-
ation in the time demain and becsuse it assumes that the time of arrfvaiof f () is
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The interval [ 0, T J over which f {f) is not identically zers must be well

Gefined a priori, unless there is no exiraneous noise,

When white noise is added, the ratio of signal power ic noise power at the
ouipat of the processor (3-3) is

if
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3
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= — = = 3-43
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ii‘a §2§ s é Zm +1
2
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where %z}fzisiﬁg%ezm%ﬁ?’igé&% addsd noise. For T =1, {3-%) indicstes
thst the signsl to noise ratio incresses with m, 3o that the higher order componsals are
more sccursiely sstimated than the lower order ones. The Iower order terms, hosever,
are generally more imporiant than the higher coefficients if F (v} is {o be spproximsted

= x

bounded frequency interval with a finite number of coefficients. The dependance
of signal to noise ratio on the ordser of the estimatsd coefficients must be lstedas a

disagvantage of the methed desoribed 57 (3-3).

related, unit energy funclions ¢ _ {w) with the property that
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3.1 ~-Continued,

Cem (R o @ o @1 = 3 FE L [ @ @],
n=0

(3-9)

Taking the Fourier transform of beth sides and utilizing property (3-6),

-1
C (m) ¥ jwt ] .
5 f F (w) ¢o€w) ¢ {w)e dow =~ fm E¢m(t) (3-10)
[5}
where
1 e L2 jwt ,
R¢m(t) = f o @ | do (3-11)
0

is the autocorreiation function of the time signal cj&m(‘a} whose Fourier transform is

5 w)., Since
6 (@

t “m 27
(5]
we have
C ‘..E ] . 3 ‘ ]
im ] w .
Lt 4 o : . ¥ 3.
mfx [ 57 f E’(w}ég{w)@x {wie du?j = f.. @ 12)

o




3,1 -~Continued,

The approx’mation in (3-12) depends upon the extent to which the inequality (3-6) holds
true. It will be shown in Section 4, however, that the n 'Scan be accurately deter-
mined even if the "much less than" sign in {3-6) is replaced by a simple "'less than"
sign,

A set of functions that satisfy (3-5) and (3-6) has already been derived.
The sigals are given by

o, @ = U@/ / BY? (3-13)

where U (w) is given by Equation {2-8) and En is the energy of the function U (= / kn) .
Writing the left hand side of (3-9) in terms of U (w),

cm™?l F U U @/ KD / (E_E_) 1/2

* -}' -
C (m) 1‘3‘/(‘;’ [V cm? o™ vw]’

(E,E )

(cm ™% F
(E_E )1;2
o m

2

{.wmfz U (@) 3 [wm/ U{w)j’k

LCm)i™% F(w)

L ew/a 2 v/ k™
‘0 m

(3-14)
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3.1 ~ —~Continued,

% Ig_ﬁgd_fﬁ . pass f (t) through a filter with transfer function proportional
g to | U/ k™% 2

m/ 2

The filter transfer functions | U{w / k } ,m=90,1, 2 ...., N

constitute 2a bank of constant -Q filters, =ince each trinafer function is a stretched

version of the preceding transfer function. More exactly, the ratio of center frequency,

éﬁo, to centralized mean squsre bandwidth, S‘_;— mc , is constant, The constant-Q prop-

erty is easily demonstrated by defining

BSHE

8 w, = ]wfﬂ{w”gdw/j §U{w}§zdm
= o i+
® 2, .2 N S VS ,
B, = {fw | o@Pans [ | v@i®a0l¥?. @i
o 4

/2

3y changing variableg inthe integrals, it issasily shown that when U (@)= U (0/ K™

' 2

o o

and @ = @y (I} - -:a%ﬁ) remains unchanged,
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--Continuzed,

The above mathematical manipulations can be summarized as follows:

In order tc measurs the spectral coefficient fm of a given time function

f {t), process f {t) with a filter whose transfer functionis | U (w / km/ 23 ]2 , where

U (w) is given by Equation (2-8). The maximum filter response is proportional fo

fm’ provided the parameter k is sufficiently large,

Teo measure all the coefficients fg . fz s ses 3 f,q ; use a bank of filters
N i
with transfer functions | U {w / kn!z} §2, n=0,1, 2, .,.,, N, This bank of
filters has the property that all the transfer functions have the same Q, i, e,, the

same center frequency to bandwidth ratio,

K one is interested in the spectral Taylor coefficients of a filter with
transfer function F (@), one can pass the signal u {}, with Fourier transform U (&),
through the filter. The resuiting signal (with spectrum F {(w) U (w))can then be pro-
cessed with a bank of filters whose transfer functions are proportional to U* {w / gx) .
n=9, 1, % ..., N, This filter bank also exhibits the constant @ property.

H one were to {ind a constant-Q filter bank in the laboratory {or in nature),
and if the filter transfer functions had the correct shape, one could conclude that the
filter bank is desiguned for Taylor series spectrel analysis, The filters could be used
for characterizing linear systems if one could generate the proper signal, u ().
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3.2 The Ear as z Spectrum Analvzer.

As a consequence of masking experiments 24, 25, 26 and an analysis of

cochlear dgnamicsg?, the human eav is commonly modeled as a spectrwn analyzer
composed of constant-Q filters, The exact shape of these filiers seems *o be dependent
upon the Ievel of the signals that are used in the masking e:qserimezﬁg.s For reasonably
low levels, however, the shapes of the ear's filter transfer functions are very similar

to the shape of | U {w) ig , where U () is given by Equation {2-8), provided | G (w}] =1.
That is,

2 o .
U = wye{ﬂegas} / 2iugk}g§2a nlogw/ logk ? (3-16)

wheren=0, =1, =2, ... . Coensider, for example, Zwickar's excitatior curve fora
1 kHz signal at 40 dB. Zwicker's curve, plotted in {erms of voltage level {rather than

&B) vs frequency (rather than critical band uaiigf is shown {1 Figure 3~1. Figure 3-2

is = scaled version of the function exp [ -22 (loz w}2 ]. The ftwo curves are very nearly

identical,

As a consequence of this similarity, it can be postulated that the ear analy-
ses signals in terms of the Taylor coefficiants of their Fourier traasforms, This obser-
vation may be very important for the efficient analysis, synilesis, and transmission of
Zpeach,

There is one disconcerting espect concerning the similarity between the
curves in Figures 3-1 axd 3-2. I

3 ) 2. . <
[U " = exp [-32(ogw) (3-17)
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3.2 ~-Continued,

thenlogk = 1/32 , or
kK = 1.0318 . (3-18)

When én {w) is defined as in {3-13), the left hand side of (3-5) becomes

m?x Xy itk K n} l , where | Xau {r, s) §2 is the wideband ambiguity function

of the signal with Fourier transform (2-8). It can be shown (Appendix and Reference 3)
that

5
max | X (¢, meny 2 lmeny /2 (3-19)

For{m - n)= 1, Equation (3-8) can only be writien with a simple "less than" sign (rather
than < <) for the value of k given by (3-18). This situation is not diszstrous, however,
because a linsar transformation of the filter outputs can still result in determination of
the individual coefficients { m- Such s transformation arises naturaily when a likelihood
ratio test iz applied to the filter outputs, A receiver that implements a likelihood ratic
test is discussed in Section 4,

It should aiso be mentioned thal the bandwidths of the ear's filier bank may
be increased, allowing foralarger valueof k. * D M, Gzeeags hag found that lmmen
listeners increase their effective bandwidth to detect a wideband noise-like signal masked
by addifive noise. Green's dais suggests that "critical bands are not fixed in widih but
are adjustable so as to maich the particular detaction situation. ”

*Jtis é&c@aiﬁii& Appendix that the centralized bandwidth is proportionzl fo the square root of
k3/2 x1/2. 1), A larger value of k thus implies a larger ceniralized bandwidth, and
conversely.




ESI-PRi15

Animal Echolocation.

The foregoing resuits provide an extremely simple and elegant approach
to cur previous observations about anima? echolocation signals (Section 2). Suppose that
a given receiver analyzes auditory signals in terms of the Taylor series coefficienis of
their Fourier ‘ransforms. If such a receiver incorporates a constant Q (or critical
bandwidth) filter bank, it effectively performs the operation shown in Equation 3-14.
According fo the left hand side of 3-14, incoming data is multiplied by U {&), where
U {«) is given by {2-8). The resulting product is then multiplied by U* (= /K7,
m=901 2 ....

Consider the utilization of suck a receiver in a sonar system. As before.
it is assumed that targets can be characterized in tarms of their transfer functions.
Letting F (=) represent the target transfer function, 2 targst can be characterized by
transmitting a signal U {&), a3 in Equation {2-8). The echo is then the product U {w) X
F {). This product should be multipied by U * (/K ), m=0, 1, 2, ..., asin

Fipure i-1. in order to determine the puwer series coefficients o F (w).

Given =z set of constant-Q (critical bandwidth) Sic.s, = natural method of
signal analysis is to determine the Taylor coefficients of received signal specira. Sonar
target description can then be accomplished by determining the Taylor coefficients of
target transfer functions, The waveforms that should be used for such a characteri-
zation are the set of signals that have already been matched to those employed by the
Atlantic Boitlenose Dolphin ! TFiltered versions of the seme signals are used by the
bat Myotis lucifugus, This observation is further discussed in Section 6,
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3.4 _ Discussion.

Our mode! of ear as a pasticular kind of spectrum anzlyzer justifies ihs
use of a specific class of functions for animal echolocation. The fact that these func-
tions are actually utilized by bats and dolphins adds further validity fo our model of the
anditory processor.

The above analysis strongly suggests that the class of functions {3-16} is
suifable not only for utilization by animale, but by humans as well. Indeed, when 2
dolphin-like pulss is reflected from different targets and suitably scsled, people can
hear the difference befween the echoes. 73 This experiment, together with the fore-
going anslysis, g&ggesis that the sigaais should be incorporated into ultrasenie guidance
devices for blind people”” and into small 5. s for scuba divers, 3

Finally, the above results suggest that a study of animal echolocating can
previde important clues for analysis of speech, both of cetaceans {if their communication
sounds can indeed be classified as speech) and numans. These ideas will ke reconsidered
in Sectien 11.
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__LIKELIHOOD RATIO TESTING WITH FILTERS THAT IMPLEMENT A
TAYLOR SERIES SPECTRUM ANALYSIS, :

__Processing the Filter Responses.

The receiver in Figure 1-1 does not fully specify the processing that should
be applied to the outputs of the constant Q filers. A more complete specificstion can be
obizined by subjecting the filter cutputs to x likelikood ratio lest.

The filier outputs are io be processed in order {i) to detect a signal with
known Fourier transform F {2} or (ii) to sstimaie the Taylor coefficients of F {) when

they are not known a priorn, i.e., to perform Taylor series spectrum analysis.

When the input signal har Fourier fransform F {&) U (), it will be shown

ﬂmm

that the same initizl operation is periormed on the recefver oulputs {i} to decorrelate

the noise responses for maximum ikelihood detection of 2 known spectrum F {w), and

i
rmnmummum

{ii) to determine the Taylor coefficients of an unknown specirum F {=}. It will be shown

that the ideal detector implements = simple correlaiion process on the filter outnuts,

i
m».nmmww:

while the maximum Tikelihood ectimstor measures the mesn of a transformed version

of the fitler responses,

bhtid

{

In the case of sonar, U (w) is the {ransmitted signal spectrum, F {v) is

i

M

L

the target transfer funciion, and U {&} F (w} is the echo. When F (w) itsel is the re-

ceived signal one can determine the Taylor coafficients of the spectrum ¥ {w}, whers

AR

F i} = H(w) U {=}. Since the function U #=) has known coefficients, the coefficients
of F {=) can be determined from the measured H {(w} coefficlents. It will be shown that

the F (w) coefficients ave obiained from {hose of H {w) by means of 2 convolution operstion.
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4.2 The Covariance of the Filler Responses with White Noise at the npuf,

Assuming that the received signal has a spectrum F{w) Ul or F (@) =
H {e} U {=], we want to determine the Taylor coefficients of F () or H (). According

to £3-14), the signal can be analyzed with a bank of fillers with transfer fu~clions
= E :, * 5 5 = Ii 2 = - 7. = N
U* e/ ‘;% /7 Cim} {Eﬁiﬁ} ., m=%1 2 .... Todewsrmine the weighted coef-
-

ficientsC{(m) o' the filler bank consists of unit energy transfer functions

z (@ =@/ Y?

Dkl
o
b

m

{ noise at output of filter mmber m
@ = impulse response of filler number m
= inverse Fourier fransform of Eﬁ {=}
¥ = noise at the ivput
%%: {f = autocorrelation function of N (t}.
The Hkelikood ratio test involves a compatation of two covariznce mstrices

{for noise zlone and for signal plas noisse) at tks filter oufpuis, To compule the noise

covariance motrix =1 the flter cutpits, »ne must defsrmine E i‘ﬁg i} %e’gf {%;} .
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2

¥

& 1!
f =f CmE
n n n

and using the relation {see Appendix)
n- m) (n )2/ 4
X, (0, & ™ o pig-m

uu

Equation {4-7) gives

s

2
k-N /4

174
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4,3 -~-Continued,

Letting I__{Q be the covariance matrix of the noise outputs, Equations (4-5), (4-6), and
{4-9) imply that

N

) [k- {n—m}'zfé}
2

Ancther covariance matrix must be computed in order to apply a likelikood ratio test,
This matrix is the covariance of signal plus noise at the filter cutputs. For noize with

zero mean, the elements of the matrix are

E { [gnaz-ﬁn(f}] [g;; + ivni;(t;]} - E {gn} E {g}
= E {:@n ® Nz {t)} ~18)

where it has been assumed that the components g, correspond to a deterministic signai,
i

so that E {gngn:’} = E {gﬁ} E {g};? ;

Letting K 1 be the covariance matrix of +ilter outputs when a nonrandom
signaj and additive noise are present at the input of the receiver, Equations {(4-13) and

{4-11) give

*In Equation (4-11), the symbol [ f (n, m) ] indicates a matrix such that the elercent in the
nth row and mil column is given by £ &, m).

Wmm.unmmnwmmmmmmmnmmmmwmmmmmnmmumummm‘nmnnnn|mmuuv1m:‘wm|mmam FEEXY!
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4,2 X --Contimed.

%

9
N ~{n-m) /4
- 2 [‘* J i (4-14)

Lt e

R
Yok

n
n
@

. ) . 32
Assuming that tbe input noise N {£; is Gaussian, the likelihood ratio test

compares the quantity

] T T T T
t® =R -M)Q (R-M)- (R -M)g ®R-M) (15

with a threshold. I (4-15), R is the data vector, i.e., the voltages that appear at the
filter ocutputs at any given time. The vector :5?} is the mean of the data vector when the

signal is absent, and M_ is the mean of the data when signal is present. For the case
, 1 o -1 -1

1 o ziderati . X = M = . d = T =K .

under consideration ‘{g 0 and M 1 g . Finally, Q K "andQ 1 I-;l

For the case of a nonrandom signal in the presence of white, Gaussizn

noise, we have determined that §§ = K. in accerdance with Equation (4-14). In such
3 -

SR I
a case, (4-15) simplifies  to the expression

t@® =BT ®-M)-8 9 &. (4-16)

o, M, - ¥,

The zbove expression is very meaningful in terms of Equations {4-10) and E

(4-11), since
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4,3 --Continusd,

e

Substituting (4-17) into {(4-16) and neglecting the constant muiltiple k"a/ 2 {eince a constant
muitiple merely changes the value of the threshold),

gl

2B = &TE = r £ . (4-18)

B
e

B
&

Equation {4-18) describes a correlation process. The filter culputs rﬁ
L H
are correlated with the signal coeificients fn' The process is illustrated in Figure 4-1.

In (4-16), the receiver operates on the deta vector R in such a way as fo

cdecorrelate the noise readings. The transformed data shculd then be correlated with

§§ the expected values of the filter oufputs when the signal is present. These values, how-
- ever, are related fo the weighted coefficients C (nj E;" 2 fn by a transformation which
% is the inverse of the first {decorrelation} transformation, The result is 2 direct cor-

relation of filter oufputs and known coefficlents, with no matrix transformetions at all.

4.4 ) The Effect of Linear Filtering on the Tavlor Coefificients of 2 Signal's
Fourier Transform,

It has been assumed that {I) the inpat noise is white (Equation 4-4) and
{i1) that the desired coefficionis are thoss of F (w), where the input signal has specirum
F {w) U (w). With these assumptions, & simple processing implementation has been

obtained. In the interest of simplicity, it is therefore reasonable to assume (i) that &




W

I i ,

§ ? e, y 2};,%:_.\

5

umouy exe {m) J Jo o
SIUDIOIIN0D FOIag JOTABL oy uoym (m) N (m) 4 wnxjoadg ya Teudis v Jo uopooieq "I-p oanBly +

SL-PR11

.
-

E

N
2/t a/ Azx\«aw P rl..ld

_ a\ﬁ,fﬂ /4 PN o OBION +

po— {m) 1) (@) J =

nlug

HNAIID

proyseayy, ¥

2 /1 8/ OU/m) sl foend

-

(]

\,ﬁsm )y e

il R
! %&g

%___. _:§:§,

i B e st e

M

b0




A ] e

ESL-PR115

4.4 --Continued.

whitening filter precedes the receiver when colored noise is present and {ii) that all

R A

input spectra can be written as the product of U {w) with a finite order polynomial
N ., n _
b f;}_ w L, *

n=0

To discover the effect of these assumptions ou the measured coefficients,
it is necessary to investigate the change in a spectrum's Taylor series when the corre-
sponding time signal {8 passed through a linear filier.

TR T m
! i i i :‘v ‘,” g \Y 14 d i ]

Consider the product A (w) B (w), where A (w) can be visualized as the
Fourier transform of a signal which is processed by a linear filter with transfer func-
tion B (w)., Let

Sl

N = , , N
A = s§+3ia+32 @ ot tB W

muwmwmtmrw
SRR,

b_
)

* Notice that i fﬁ @' is neither band limited nor energy limited (sguare integrable)
n=0
for N bounded and 0 cw s, For U {v) giveu by (2-8), however, the fumction

r § f? " 71 U (w} is both band limited {in the mean squere sense) and in L2 {0, =),
n0
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Then

C {&)

where

A(w) B(w)

1l

c ¥
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4-21)

(4-22)
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4,4 _—-Continued.

Now consider the convolution of two signals a (x) and b (%) ;

clr) = f ar-xb®Edx = a@x*bx) . (4-23)

-

Tha convolution of the vectors (3@, 3;3 e aN} and {bﬂ, b RETE §§} iz then obtained by
reversing the a-vector and translating it with respest to the b- vecfor. For each trans-
lation, the convolution is the sum of the products of the corresponding elements. In
matrix notation,

a e e . .
o

c a a  .....0
1 ©

¢ a ai a 0.,...0

o
o
o

mm‘*

N

H
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Comparison of (4-22) and {¢-24) demonsirates that the Taylor coefficients

of the product A (&) B (w) are obtained by convolving the coefficienis of the individual

Since the coefficients of the product of two spectra can be obtained by 2
convolution operation, they can also be obtained by a multipiication of Fourier trans-

forms. One can consiruct pulse trains of the form

N
,.5.? =) Z aﬁ rect {x- IZn)
n=0

*

§

Z b rect {z- 2n)
) n

n={

L}

b (
b (x}

where

rect (x} =

- Yy =4 Iy*h ¢
gg} =) x ix) §§ {x)
= N ~ tyi -
¢, ir {x-n)




f<xs
l1sx=<2

xX<0, x>2 .
(2-28)

The coefficients e in {4-27) are given by (4-24). To cobtain these coef-
ficients more easily, one can compute é? {«) and B? {w), the Fourler transiorms of
a, (x) and by (x}. The function g {x} is the ioverse Fourier transform of g§§ )y %

As in the more conventionzl analysis of lincar systems utilizing sine waves,
Fourier transformation is seen to be a2 valusble tool. Usually, Fourler t{ransforms are
multiplied in order tc compute convolutions thst describe time functions, In the above
analvsis, Fourier transforms are again utilized to compte convolutions. For Taylor
series spectral analysis, however, the convolztions describe functions in the frequency
domain. Convolution of two time functions is eguivalent to convolution of their Taylor

iy

series spectrzl coefficienis.

Detection of a Signal F (w} with Known Coefficients,

In order io detec: 2 known signal F (w) {rather than F {=} U /wilwith speciral

coefficients {, Equation {4-18) implies that ths filter responsss 1 should be correlated

%i{hgg i. C. ]
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--Continued, i

where, from {£-8),

/2

oo
0
)
)|

ol

so that

, 1/
1R = r C@E ™
) z § §
n=0

2,
h
o

Thke vector h corresponds to the coefficients of H (w0}, where
Fw) = HE) Uy .

H T () has cosificients u . then according to (4-36).
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(4-29)

(a-31)
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where the approximation is obtainsd by representing U (vl infermsof 2 polynmomizl with

N coefiicients on 2 bounded frequency inferval

not exist if U {&} were dofined Inferms
by 2 finile number ¥

& the approximsation {5 sccursie must

4

* By the same argum

intervsl rather than mi-infinite interval.
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niBM
L]

Eguztien {(4-33) can be writien

should thersfore he correlated with C (n} Eg ? §;§ ., woere

{-35)

i
o

and f corresponds to the known coefficients of the input signa? specirum (or spproxima-
ticns fo these coefficients tha! sre valid over = bounded frequency interval).
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4,6 --Continued.

*
describing the filter outputs in the presence of a signal, the coefficients g, (Equation

4-7) can be estimated by setting

a —
g B[P(RIH)D = 0. (4-36)

Equation (4-36) leads to a maximum likelihoed ( ML) estimate33 of the g coefficients.

Once again, the fact that f is determined from g by computing Qo £ (Equa-
tions 4-17 and 4-8) results in considerable simplification. Consider an M L estimate

performed on So r, rather than on r itself. The transformation 90 causes the noise
readings to be statistically independent. In the presence of signal, Qo R is a vector of

independent Gaussian random variables with means given by 90 g = (2/ No) f, from
Equations (4-7) and (4-17). The distribution p (go R| Hl) is therefore maximized by

determining the mean value of each element of the output vector go r;
RIH)L = /N) £

——— ML estimate of f , (4-37)

* The notation used in this section is from Van Trees' boak3 2. By using capital R and
lower case r, Van Trees distinquishes between a random variable (B) and sample
values of a random process ().

4-19
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4.6 ~-Continued.

where, from (4-9),
i . (4-38)

The above proress i¢ illustrated in Figure 4-3.

The processor in Figure 4-3 estimates the coefficients of F {w), where
the received signal is F (w) U {w). If the received signs! is F (w) alone, one can use
the same procedure to estimate the coefficients of H (w), where F (w) = H (w) U w} .
To obtain the coefficients of F (w) from those of H (w), Equation (4-34) can be invoked.
The resulting process is shown in Figure 4-4,

4.7 Relaxing the Decorrelation Requirement.

Equation (4-17) implies that the Taylor coefficients of an incoming spectrum
can be astimated if the i_(o matrix (the covariance matrix of the noise responses) can be
inverted. Inversion of I_{o is possible if its determinant is nongero, i.e., if the para-
meter k in {2-3) and (4-10) i8 greater than one. In other words,

(- m%74 n

i -m
X, (0 K ) < 1 . (4-39)

It has already been remarked that complete decorrelation of filter iransfer

- 2
functions is unnecessary. It is not necessarily required that | Xy {0, K- Y] be

much less than one ; a simple "less than' sign is sufficient.

4-20
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Detection of a Signal with Spectrum F () U (v} when the Power Series

Coefficients of F {(w) 2re Random Variables,

The receiver in Figure 4-1 is easily generalized to the case where each

coefficient { is a random variable with its own probability density function (paf). Target

coeificients that are random variables can result from the aspect dependence of a given

reflector and/ or the differences between in lividual members of a single target set, e.g.,

the set of dangerous sharks,

Unless a reflector is extreme y symmetrical, its transfer function F {w)

will be dependent upon the position from which the reflector is observed. The Taylor

series coefficients of F (w) are therefore dependent upon aspect angle‘, G. Let F{fﬁ%&}

be the pdf describing the aspect dependence of each coefiicient f,g For a particular
target, P {fﬁ j9) equals § [ fz; - fn {8) ], where fs {6} is a deterministic function deserib-
ing the aspect dependence of iﬁ. For a set of similar but not identical targets, P gng 6)
has a nonzero variance. Let P (§) be the probability of encountering the target from a
particular aspect angle, §. Then the pdf 2ssociated with the random coefficient fﬁ is

2T
P() = P( |6) P(E)d8 {4-40)

Figure 4-1 summarizes the analysis in Section 4-3, where & likelikood

, * /2
ratio test is applied fo a receiver with filiers zm wy = U (@/ km) / E 1 . The

Jn
test consists of correlating the filter outputs with the numbers {c(n) Esl 'fn} , where

gfg; is a set of N power series coefficients describing F (w).

*The aspect angle 8 is a scalar if the problem ig consider~d in two dimensions; 8 i8 a two
term vector for three dimensional problems,




~--Continued,

b W

where, from {(4-18),

Therefore,

"

Substituting (4-40) into (4-44) ,

L L

J!N‘WWM n

When the cocfficients {iﬁ} are random variables, it can be shown

S

N

n=0

9
& t

L{(R|D P(§ df

ESL~PRI115

hat

(s-41)

{4-42)

(4-43)

(4-44)
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1.8 --Continued.
= s
[ = [ [ i, PE |8) P@)d6 df_
ot (+]
2x 7
= E {fgg 9} P(&de (4-45)
[+
where the conditional expected value is
E gfn jg} = £ PE | 8) éia . (4-46)

if the problem is to detect a single, well-specified target, E {fﬁ | 9} is
just the function §n (6) describing the deperdence of each coefficient upon aspect angle,

In this case,

£ & Py de 4-47)

m™ |
"
WMM

, = 1/2 7
LR = z cmE "z £ PEIAR . (449
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MY

--Continued,

Once again, P (§) represents the sonar's probability of viewing the target

from a particular aspect angle, @.
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SIGNAL TO INTERFERENCE RATIO (SIR) MAXIMIZATION USIKG
LINEAR DETECTION,

! Jt;[ﬂ“l il

e
gL

h
.
e

Linear Doiection of Received Sionals,

s

In radar systems, cdecisions are usually based upon an envelope detected

or squared v rsion of correlator response. The reason for such nonlinear processing

is the elimination of "fine structure” Smis’im the autocorrelation function. This fine
structure results firom modulation of the baseband signal. I the signal u {{} modulates

a carr.er with frequency « @ , the autocorreiation function of the modulated sigpal has

the same envelope as the a&ibc{srz‘é%aiian function of u {#). The phase of the autocorrela-
tion function varies as @ t. This phase variation is the so-called "fine structure” which

is eliminated in order to feed 2 "cleaner" signal into the threshold detector.

"
i
iR

An importsnt difference between wideband sonar and radar {or narrowband
sonar} is that the baseband signal is actually transmitted without modulating a carrier.

W

All operations can therefore be carried out at baseband frequencies, and the autocorrela-

tion function {for a properly designed signal) is no longer corrupted by the “fine structure”

of radar theory.

Decisions can therefore be bassd upon the response of a compleiely linear
system. Complefe linearity is advaniageous because phase differences can be exploit

for both clutier suppression and enliancement of signal to noise ratio.

For clutler suppressicn, one can design a filter so fast the maximum

response to an unwanted reflector echio is negative, wheress the maximum responss

L

! Wﬂm

m ’Iv""“"m“| i
| H’M i




5.1

——Continued,

to the desired target is positive. Square-law detectors would require the unwanted re-

flector 1o invoke a fiiter response whose magnitude was smail,

For noise suppression, cne con ignore large~negative filter outputs if the
response to the desired signal is positive. Half of the noise-induced pezks of the squared
fiiter response zre thus ignored. As one would expect, the resulting signal to noise
ratio is doubled, just as in commrisens of coherent vs. noncoberent detection,

en
L]
b

Signal Desior for Linear Detecticn.

If linear detection is to be used, the autocorrelaiion fincil . ~<hould ideally
have only one positive peak. It would seem, however, that large negative sidelcbes sre
permissible. The large negative sidelcbes of the autocorrelztion functions® in Figures

5-1 and 5-2 will not not induce false friggering or range ambiquities H linear detectics

is used. These autocorrelation functions correspond to k= 1.5 and k = 2 ia Equation

2-8), where |G ) | = 1. These k-values bound most of the animal signals thai

have been studied thes Zar. In Tables 2-1and 2-2 , forexample , k = 1.85.

range ambiguify peaks, such sidelcbes are apparently not desirshle for the rescltion of

W

fwo closaly spaced targeis. A small positive pesk can be masked by a larger negstive

larger, as shown in Figure 5-3.

* ‘The functions in Figures 5-1 ugh 5~3 were compuled snd plofied by BE. V. Jones of

52
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A small iorget near a large ose will ool be detectable in ferms of {he mosni-

tede of = single maiched filier's response. The presence of 2o additical farget, kosever,

will change the shape of the filter response. This shape change shouid be defectiable &y

oz
angd =.

sehution of clesely spaced reflectors is accomplished by describlng the fwe reflectors

sidelobes are again

5.3 Signal-Hlter R iio

o
v‘“h
hy

3 £ = HY
) £=E T BV iEE

?ﬁj. |

iy
it

m
g
ik

1
Id

]
¢
it
"
b
")
Il

1
4
12
]
i
X,

L4
i

&5

|

Ll

ANy
o



ESI-PRI115

5.3 ] _--Continued,

and wherc the parameter k is sufficiently large so that

(5-3)

RARBABGi

i

i

L

The filter is modelled as a bank of matched filters with transfer functions

Qe

1 = n_* PR = m
zn (s.,; = w U {{b) j’ En . (O-J;

o )

A weighted sum of the filter outputs is used to determine the presence of a2 target, as

‘mrummlmhmn
G ke o r

shown in Figure 5-4. The weights v are consirained so that

i

5

\&‘
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The target echo is

W e
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~-Coniinued.

Fe U, ()

Tans

2. ..
+fu, +f u) w U{h+. . . .
4 i1 f] )

* {fo 22 2

The clutiar echo is

Cl) Up o w)
‘Trans

=¢c u Uiw) =
o % {w)

The weighted sum of the {ilier ouiputs

Z? = {f§ s_}} vt {fo .,
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for the target und

for the olutter,

To maximize the signal to clutter ratis, one £an maximize the difference

b

- . . N o, B 2 )
E,r - 2. with copiraints on ; | U, ;2 snd ;} | v {“. I other words, one
= ni={ i}

can maximize the quantily

WMINIWW'\J;

J(u, ¥ = E

%mmmmi

L%mmnm»ml

Diffeventiating J {u, ¥} with respect to ¥ and setting the result equal fo zero gives

Bavemgud

z f.-c)u - 2Axv* = 0
i i n

mmmmmw
Mol
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5.3 ___ ~=Continued.

1 matrix noiation, witha= 1/,

v {f -c) G e ¢ L :
o a o, - . {;: E
vy {f2 - ci} (fé- co} . . . . . 0 u, -

H * =

5 - % -C 3 & =
S -y S o € -c) uy

— ———

{5-13}

Differzntiating J {(u, v) with respect to u_ and setting the result equal to zero gives
"

{(witha = /93, E
| ? - 3* - * - yE s - T 3% ] ;;--;} 1
u { o cﬁg {1‘3 c}} {f2 C 2) e e e {fg C§§ ¥
i - { - {:: * s ® & = = I: = - g 1= v *
{ti 0 {fﬁ cG} "fi 1) s N—-1 N-1y* ¥§ =
. o} 's) - . . .. O # -Cy v, * :
§ é &= =
{5-14} E

M
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\

B

In other words,

For example, suppose that we wish to detect a planar reflector with Fiw) =

amid cluiter withC {w) = ¢ 3 Then, for ¥ = 5,

1l 3w

Yok

=T o T

AT yr and

=
id

Lo B v S A B ]

]

e

so that u and v are sigenvectors of the transformations A

[ T (R o~ K« B ]

where A isthe N x Nmatrix in (5-13). It follows from (5-15) that

ks

lmmmm‘ml
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(5-15)
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-=Continued.

[ ]
»
[ *1]

1 = . 2
R, = 57 f | U(w) Fw) | dw

i

!
I

il

?

\Mllﬂw
iy

1 . 2 .
— i {3} ¥ 5—
57 _i lE{w) ] dw , {5-30)

BT
L MI;:M

e
Chil

where E (@) = F (w) U (w) is the echo spectrum,

My

Just 4s in the point target case, maximum correlator response is pro-

porcional to echo energy. It is therefore relevant t~ derive a signal u {f) that maximizes

the reflected energy freia a given target,

e
-

Writing (5-30) in terras of u {t) and changing the order of integration

i

- o r

[ le@|”at ”f f uEu () F? [ 17126 9 g0 | axay

o=
==
=
==

o =
&=
= [ [ U () Ry (v - ) dxdy (5-31
Ix pal =4

where Rﬁ. {t) is the autccorrelation function of the target impulse response { (i), i.e.,

il
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--Continued,

o3

| A :
R_Ir) = EofMf (g+1Ydt .
i J

-3

o3

f u{x) R (y-3% dx

oS-~

&

[ W @)z () dy

=00

The left hand side of {5-51) and (5-34) is the energy of the echo waveform, e (). As-

suming that both z (¥} and u {v¥) are normalized tc contain unit energy, (5-34) can be

meximized via the Schwarz inequality, The right hand side of (5-34) is maximized

when

=
f u{x) R {v-xdx
5

s -

where 2 i¢ constant,




--Continued.

I u {Y) is time limited to the interval [ 0, T ], then (5-36) beccmes a homo-

geneous Fredholm integral equation whose solutions are the eigenfunctions of gf_, {r).
E 3

The signal that maximizes the echo energy for a particulsr target is the
solution of (5-36) with maximum eigenvalue, é'm;v{ For this signal;, the eche energy

isA E.
ax u

i

If the transmiited signal is not theoretically time limited {for example, if

u (t) is a CW signal with Gaussian envelope) then the Fourier transform of (5-36) is

F oz

AU = U@ fF{v.,zsg

w} is sufficiently narrowhand, then

{5~386)

where w is the carrier freqiency of U (). The narrowband signal's carrier frequency

~

should therefore correspond to a maximuz on the curve of backscattered power versus

frequency. Such a waveform is optimum for the maximization of echo energy.

For z point targst,

R.{v-x = 8{y~-x
it

Lt

Hommnp

N S
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--Continued,

and (5-26) is identically satisfied for all admissible waveforms. A planar target does
not favor cne sigaal over another as far as returned energy is concerned. For a non-
planar target, howsver, both echo energy and maximum echo power <depend upon the

tranzmitted waveform.

Equation {5-38) is aguivalert to Lquaticn {5-29), where U () is described
by one of the eigenvectors in (5-28). The optimum eigenvector is the sne with the

maximum eigenvaite, A . Just as
max

=2
A = max] Fle)l™ {5-40)
mgx £t o t
in {5-38), Equation {5-29) implies that
\ (1a 12 2 | 2. 5
A o= omax{ja 1T Ia 17, gl {5-4
mas RS S+ NN TR
For z sinusoidal basis,
o a3
fa 17 = [F)| . (5-4%
an | F( a} | { )

The above equivalencs s oot surprising. In the absence of ciaf%éfg the

. . . e s . ) <. .
and upan the energy of the filler's impulse response, % v | . SBinzs E , the ;;.agnis

tude of the filler’s responss to the largst acho, i3 boundsd by the snsrgy of the echo,

liﬂ
b
"y

1
I

s,

"
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-- Continued.

the SIR maximization problem is identical to maximizing the quantity in (5-30) with

equivalent energy constraints.

The equivalence between SIR maximization and maximization of echo energy

shows that the eigenfunction equation {5-18) iz analogous to Equsation (5-36). ¥ follows

*
that the matrix é}‘ & is analogous to Rff {y - x). Indeed, £ (fj is the target's impuise

response, the function that is convolved with the signal u (t) in order to form the =cho.
Simiiarly, the vector A u describes the first N terms of a convolution process, as indi-

cated by Equations (4-19) - (4-24).

One can further exploit the equivalence by noting that the general SiR prob-

lem defines A as in (5-13), Each element in {5-13) involves the difference between

target and clutter components, The analogous result is {o rewrite {5-36) as

&=

Au(y) = f w9 R v-% dx

f-¢c, i-¢c

-

where E,f o f c(;?‘} is the autocorreiation function corresponding to F (&

difference between target and clutter transfer functions.

~ Summary of Section 5.

The use of certain wideband signais allows for the elimination of nonlinear

operations in sonar receivers. Once such operations are eliminated, the maximization




g

—=Continted.

of SIR becomes much simpler. The determination of an optimum signal-filter pair, how-
ever, still depends upon the basis that is chesen to describe the relevant functions. A
basis composed of the functions {2-8) ceems to produce much more practical sclutions

than a basis of narrowband sinrusoids.

The soluticn to the SIR problem is similar to the solution of 2 related prob-

jem, i.e.. maximizing the erergy of the target echo, The energy maximization problem

becomes identical fo the Sii problem if the farget fransfe- function F(w) is replaced by
F{w) - C (w), the difference between target and ciutter transier functions. Both prob-

lems reduce to the solution of an sigenfunction equation. This result suggests that the

functions (2-8) could prove useful in providing aiternative solutions to such ecustions.

in order tc maximize SIR, the approaches in Sections 2, 3 and 5. 3 both maxi-

mize the difference between target and clufter respenses, while constraining the response
to noise. For square law detection, uniformly distributed clutter has the sume effect as

10ise, i.e., undesired responses occuring at random fimes. Clutler ist

hough it were noise, For linear detection, the difference between ¢

responses is the same as the response of the linear filter to a sigaal that

batween target and clutter echoes. The optimum reciive

filter -~ maiched fo the difference batwee

The above chservations are easily appiied to ihe receiver in Figure 4-1. E
sguare law detection is used, one should first determine the expected culput power of each

Ier with noise and clufter echoes at the input. In order to whiten the response to inter-

srence, each energy normalized filter output should then be dividzd by iis own measured
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-~ Continued,

response to noise wad clutter. (If the interfurence has constant power spectral density,
all envrgy normalized filter outpuis ‘%11; be divided »v the same number.) This procedure
rosults in a correlation of echoes with f n / 1{w), where I {w) is the response to igzier-
ference, a5 in ?iﬁuaiioﬁ 2-35. For 'éinear detection, one should replace the gains {ﬁ in
Firwo 4-1by{ - C - where the f§ coefficienis correspond fo the farget transfer

o
- 5 * e i 3 =3 . 3 i £ . f=
funciion rud the ;"n coeificients correspond io the average clutter fransfer function.
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BAT ’5.?&2’5?{}“. JS AKD THE SIMILAT S BETWEEHN AMPLITUDE

UTIES
MODULATION AND LINEAR FILTEXING FCR CHIRPED PULSES.

Bat Signals and Amplitude Modulation.

34 35
The experimental work of Griifin, Friend, and “Webster &  seems io

suggest that the bat Myotis lucifugus may use amplifude modulation differences to dis-

inguish between different target shapes. If the theory presented in Section 2 is applied
to products in the time domain {rather thar in the frequency domain; one arrives at an

optimum time funciion ‘i} (t) for Taylor series characterization of the modulating sig-

3255
nal a {1}, This function, g {t}, is identic: 1 to the function in Equation {2-8), provided

the indspendent variable is izme rather than frequency.

it has been fe%;z&s that the signals ﬁ} t) czn be matched to bat signals if

viitiplied by a truncating function y_ (), where

1

When the signal ifi My, Bis used for target characferization, the first M coefficients

of the modulation a (i) are unafiected by the truncation. The truncating function that
hag been used is
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6.1 --Continued.

m

Somes examples of the functions Ei {4] ¥y {§) are shown in Table 6-1, The correspording
signals are shown in Figures 6-1 and 6- 2. These signals compare favorably with the

R 36 .
crusing and pursuit pulses  shown in Figures 6-3 and 5-4,

Myolis st
6.2  The Fourier Transforms of Bat- Like Signals.

The analysia in the Appendix indicates that the inverse Fourier transforms
of the functioas U {-) ir {2-8) have approximately ihe same mathematical form as the

frequency domain functions. This similarity implies that any given signal U 1 () can be

[

approximated by the inverse Fourier transform of ‘E‘} {w), where U 1 {s}and U o e

beleng to the class of functions described by Equation (2-8).

Figures 3-1 through 6-4 demonstrate that some bat signals can be matched

to the functions i‘, {ti ¥, {£}. The similarily belween 15 {t) and {he inverse Fourier

‘3

transform of {’ , (@) would seem o imply that the same bai signals can b= matlched to

the imverse Z—‘&i iransform of U, (w} multiplied by an appropriate trancating func-

-f

tion, ¥, {«). Sach matches can indeed be made, provized

Fof 32 ‘i‘i{ ;;; e
Yo = exp[-fw) " 1 = 1= . (6-3)
- it

rw
iy
<|.iﬂ'w
\t;um

3}). v (=) zcis a5 a high pass fonction., The
{= will be those of F {i‘;

ignificant terms, since

responding to F {w) ¥q

5.
5 =

g
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Table 81, Examples of the Signals U 1 H ¥y /ty, where {ii {t) is Given by Egusiien
(-8 and y, () isan Appropriate Trumcation Function, When th-3e
&?&ve.%}mstsze Amplitude Modulated, they Convey Informatiz. about the
Taylor Series Ceefficienis of the Modulating Time FPunctics.
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6, 2 ~ --Continued,
= &
N n- ¥
F)y, @ = z o - @/ e z < !
n= =0

s
9 -
« (17 23, Z £ QML

n= - {64!

In (6-4), (bu, b, ..., b

(€-5)

::""0
~
T

o
P
2
<o
e
(i
=

Alternatively, if the target transfer function is described as a combination

of integrators, i.e., if

F () {6-6)

3
N
=™

E
A
ol

n=u
then
@x n - o ;,1 a]p
- s HE T - T 4 ;
F{y () = f w ~ {17 B8 £ o
{ )Y, (=) E n (+/7 8 Z N
n=g n=

ey (6-7)
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6. 2 --Continued.

and the first M terms of a power series axpansion of F {w) y,, (@) are identical with

those of ¥ {w), even if condition {6-§) Qoes not hold true,

The funciions U_ (w) v, (w) whose inverse Fourier transforms match the
2 2

Myvotis pulses are shown in Table 6-2, and the inverse Fourier truncforms are illus-

- e e M . .
trated in Figures 6-5 and 6-6. The value of 87 for the second function i Table 6-2
(the pursuit pulse} indicates that the function in Figure 6-6 is capzble of nearly un-

distorted charscterizat.on of all the power z2eries coefficients { corresponding tc the
! ?

target transfer function, F {w).

6.3 Discuasicn of the Myotis Results.

Tigures 6-1 through 6-€ demonstraie that two different hypotheses can be

=
=
=
=
=

used to explain the Myotis crusing and pursuit pulses. Oue hypothesis is based upon
the observation that different targets cause the echo of 2 chirped pulse to acquire dif-
ferent amplitude modaiations, 35 The other nypothesis is based upon the idea that

targets act as linear filiers.

These hypothases lead to similar signal design problems. The problems

are similar because a duality exigis bebween {i) amplitnde modulation, which maltiplies

the transmitited time sgignal u (i) by a time fvnction & ), and {iij linear filtering , which
multiplies the gpectrum U (w) of the transmitted signal by a fraquency function F {w).
One would expect the solutions of the twe problems to be dissimilar, since

comparatively few functions are identical in thne and frecuency (i. e., only a restricted
p H 3 3

S
[£]
)
1]

ot

e £
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Tavle 6-2, Examples of the Transforms U 2 {w) g {), where U 5 {«} is Given by
Equation {2-8) and ¥ 2 {w} i5 an Appropriate Truncating Furection, When
the Inverae Fourier Traasforms of U 2 () Y5 {w} a2 Passec Througha
Linear Filter, they Convey Information about the Taylor Saries Coef-
ficients of the Filter's Trausfer Function,

D AR R RN BN R R e

2 -5
- -4, 8 Lo -i241. 2= > i, G
_wﬁ.’?e{}s‘x{igg ) {3,.4 2 logcpn‘S_,

= H

- 2 _22
-1.1 -0.5({ogw) -j807lesw -{l.8w
= @ 1 le (ic'u e ’80 Ic’s\:,e {} Sﬁ.)

i
i
i
i
1
i

L

USRS e el




L]
2l

vy
4%}

SR

P

g~y pue 1-9 soand1g ypm aaedwo)

TOWLYL im AJAUDUl) S98R0IOU] POIIAJ SNOBUBINLIEU]  *HIUOII} 000
SOLIAG A0M0 TU100AG BIA 4031 Judupy ¥ Jo UORBZLISIOuILYY) 10)
poudis] s1 [wudyg suLl ‘9-g oandig w swaojosnp 8sjodaod oy oy
‘g9 DIQUL Ul OPDUNT 181 OY) JO WIOISULL], OLINCY 98I0AUT O,

e
oy

4w

g oandyg

-

Ll L R R T R

Lok adapy

b e

M

v

M. gur

b s

S OO Wby




-9 pue g-g SexnSid yim axedwon  dwyl, Ynm

Aprgouy] SoELOIOU] POLIOG BNOOUBIUVISUL *SIUSIONIO0D BII0E L0MOg Tuaidodg B1A AT
JBOBUIT B JO uOpEZLILDBATYD a0 poudise] 81 (oudiR B4, ‘o7 DANEL] Ul SWAOIOATM
9810da0g OUY ONYT "% ~0 P[], U UOHIOUN PUODDS BI[Y JO ULIOJEWBAL, JOLINOY OBIAUL OU.T,




_-=Continued.

class of functions are exact eigem alues of the Fourier transform). Chirped signals,
however, are often approximate eigenvalues of the Fourier transform. Linear chirp

is the best known case, but the stationary phase approach {see the Appendix) implies

that some other chirped waveforms have the same property.

Given that two mathematical hypotheses result in zpproximately the same
cerrespendence with reality, one must seek further data to deterrine which hypothesis
is correct, or whether there exists an equivalence of the hypotheses that has been over-
locked.

The hypothesis that bat signals are designed to analyze amplitude modu-
lation is re-enforced by some neurophysiclogical work, In studies of bats® auditory
neural processing, N. Sagag? and A, {}ringg}}gg have found many neurons which are
tuned to particular frequency intervals. Since neuronal excitation is a function of amplitude
as well as frequency, each tuned neurcn can act as an AM demodulator over a particular
frequency range. Tuned neurons therefore provide a means for determining the echo
amplitude at any given frequency.

The hypothesis that bat signals are designed to convey information zbout

the target qua linear filter is strengthaned by the observations in Sections 2 through
4. The psychoacoustic excitation functions can theuretically be imoked to explain not

only porpoise echolocation clicks, put those of any cther mammal.

4 supporter of the amplitude modulation hypothesis would have to concede

i
i
i
H
i
i
1
i
I
i

that there is considerable evidence to suppo:t the critical bandwidth theory. Neverthe-

=

less, ne could poin: out that N, Suga has found no evidence of a dispersive delay pulse
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--Continued,

N . 39 )
compression mechanism in his vears of studving the F3i bats. Cne could therefore

claim that the auditory filters do not implement the log phase necesszry for true pulse

40
compression  and efficient linear filter characierization.

It is pocsible, however, that FM bats may use 2 pulse compression mecha-
nism that does not imvolve a dispersive delay. Fer example, ivccmiz‘;g signals may be
peatedly muitiplied by stored versions oi the transmitted wa eforrfz , and the product
integrated. The mulliplication operation is particularly easy to perferm with neural
elements, sinc- a’l signals are cored in terms of a pcsifive guantity, the number of
excitation pulses per secornd, Positive voliages can be inierpreted as increased dis-
charge rates {excitations) and negatf e » ol ages can ke interpreted as decreased rates
{inhibitions), relalive io the spontansous discharge rate of th .cited nevron. In

electronics, the multiplication of two _osit ve vclizges (single quadrant muliipiication)

s accomplished with a voltage variable amplifier. Any neuron with both excilatory and
nhibitory symaptic connections to its dend: .tes provides the analog of suc’i an amplifier.

The integration process can be implementd d by low pass filtcring,

rally realized by any neuron; all neurons hwe a recovery time that

discharge rate, so that they act as low pass filters.

A supporter of the hypothesis that targets are characterized as linear
filters can therefore still insist that the aprepriate filtering precess (Figure -1} is
mplemented by Mvolis. He can point out that only 100 nearons are required for the

=%
whole correlat:on prucess. Furihermore, he can remairk that the reference signal

handwidth, this metilod would require a new multiplication to commence
20 micrcseconds
ny one corrziator can be reused after t has ;.serform {‘: mu it’pi‘e:ziien and integration
over ihe expected signal daration, Tor a { msec, 20 kHz . the receiver could
thus be implemented with 160 multiplicatio i-integration circ

6-14
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6.3 ] --Continued.

is based upon an efferent input from a higher part of the neural yrocessor, i.e,, a part
of the brain that could be incapacitated by anesthesia, 4 These sbservations could explain

the lack of success that has been encounlered in searching for a yulse compression mecha-

nism via neurzal probes on anesthetized animals.

6.4 The Equivalence of the Amplitude Modulation and Linear Filtering

Hypotheses.

Since additional evidence can be found to favor either hypothesis, let us
reconsider the possibility that the hypotheses are equivalent. As it turns out, there

is considerable evidence iavoring this point of view:

First, there is the fact that if the chirp rate is sufficiently slow, the FM

signal determines the response of a linear filler to each frequency, and this response

is manifested as an amplitude moduiation of the chirped waveform,

Sacond, the amplitude of a chirped signal in time is easily related to its
amplitade in frequency, if the siationary phase approximation is valid {see the Appendix.)
1t follows that a given amplitude modulation in time results in 2 corresponding amplitude

modulation in frequency {linear filtering), i.e., there is an equivzlent linear filter for

anv amplitude modulation imparted to the chirped signal.

Third, the matched {iltering shown in Figure 4-1i results in a process that
is similar to sampling the magnitude of an echo over different segmentis of the returned

waveform, The signals u* {k £} are eompressed when n is positive, 30 that echoes are

il
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correlated with functions whose maxima occur closer and closer to the beginning of the
pulse as n increases, The same signals are stretched when n is negative, so that schoes
are correlated with functions whose maxims occur further and further toward the end of
the pulse as n decreases, } This efiect will be demonsirated in Section 7. The effect
may zlso indicate a scheme by which the tured neurons fourd by Suga and Grinnell can

act as the equivalent of a bank of matched filters or correlators.

Fourth, the two derivations of Myotis signals hinge upon the use of power

ssries to describe the amplitude modulation function a {f) or the linear filier functicn

F {=). 1t has already been shown {Section 4. 4) that linear filtering resuiis in a comvo-
lution of filter coefficients with the speciral coefficients of the processed sigaal, In
fact, amplitude modulation can also be wriiten 25 a convolution operation involving the

spectral coefficients of the processed signal. This effect is discussed below.

§.5__ A Mathematical Relation between Amplitude Moduization and Linear
Filtering.
Consider the product of two funclions 2 éf and u {f}. On = ficile time

v an ¥ order polymomial,

correlates with u (1) for zero delay. Zero delay implies that %
same time origin (=€} for maximum correlaior response.
values of n reveal maxima whose locations depend upn n.
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where the doubls arvow indicates a Faurler transform pair,
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--Continued,

Recall that the coefficients ¢ correapond to the spectrum C {w), where
C {») is the Fourier transform of a (t) u {{). The coefficients ¢ can be estimated with
the processer in Figure 4-4.

If C (w) results from the linear filiering process

Cw = F(w) U , (¢-23)

. . Y |
then the power series spectral coefiicients of F (w) can be derived by computing _gu c,

where }’u is the NxN matrix in (4-33) .
1§ C (w) results from amplitude modulation of the signal u (), if.e., if

® = a@ ult) — A * U@ . (55- 24)

‘ - - Er . = . s F "1
then the power series temporal coefficients of a {t) can be Cerived by computing M~ ¢,

il
where ?_siu iz the NxN matrix in Equation (6-20).

The ~hove two processes are shown in rigure 6-7. The first process

gives the .cansfer function coefficients corresponding to a filtere version of the trans-

.itted signal v ). The second process gives the equivalent amplitude modulation

ceefficients for the same received signal
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Estimation of Amplituc. . ation Pacanizters on the Basis of
More Than One Puise,

When 2 pulse train is traasmitted, diffevent received pulses will generally
have differemt ampiitude modulating functions, ‘These functions can be rclated, however,
since they ave presumnally determiped by the same ceontinuous amplitude modulation, at).
If the interpulse inierval is TO and the modgulation of the firsi pulse is given by {(6-§), taen

the maodulstion of the second pulse is given by

[l 'Yt T P
ta (TO)/n._(t TD) '

x
L,

n=0

b4
) (T ) is determined by differentiating both sides of (6-8) and letting t = T :
o 3
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-~ Continued.

In (6-27),

bt tbslond

Bl Mo ewsd P BOTW AR

In matrix notation,

L

i

(5-29)

vy
"

W

i 1

yiavan

[ (2T )/ m2 3 (t- 2T, Yo, (6-30)
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E 6.7 --Continued,
5 we can determine a(m ( 2’1‘0 ) by differentiating both sides of (6-27) and letting t = :s'i‘o :
%: g (n) N m-n
LS a = n! A T/ (m-n) ! 6-3
: (2T ) Z mt A T 7 (m - n) (6-31) |
::: a nm=n
pd 5 Substituting (6-31) into (6-30),
£ ; t-27 ) = N AL (t-2T )"
< a(t-= o n2 o)
% n=0
: i X f 1 N m i me-n ] n
- = L — L =27
- Z n’ }‘ (m - n)! TO Aml ( 10) ! i
= gl :
;;7 i n_\. m g’
{6-32)
f i se that
Ed E A 1 T 2 . . ., X A
- 02 ° o o o1l
: E ) 27, NTON’1
: Ao © 1t oo TTIr A1
N-2
: z . KN-1) T
- A2 5 = O O CY . . . B A2 1

.
e A oA, e A N A

I (6-33)
1 6- 27
|
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B3

NT 1
0

N-2
N(N-
(N-1) To
21

fiybini

-
3

we have, from (6-29) and (6-33),

v gl

v

[

i i

50 that
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I In (5-36), f§
-n ro03-1 - %
I P® - [p"] (6-37)
I and E
i A
i

bl

- o
- Aziaj (6-38)
- 1
- is tne vector of *ime series coefiicients measured from the nt—}}- received pulse. "
= The cocfficients measured for all the received pulses can, mutatis mutandis,

3 be used to estimate the time series coetficients in (6-8) . Eack pulse is processed
& as in Figure 6-7 (the second process). The resulting coeificients can then be used to : F
‘i‘ estimate AO , A T A\ in {6-8) by means of the transformation (6-36).

6- 28
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Discussicn and Summary of Section 6.

The theory of target descripticn that has been derived to explain cetacean

ecnolocation has been applied io bats. The theoretical signals czn be maiched to Myotis

»
pulses as well ac to those of Tursiops. To match the bat pulses, the theoretical wave-

forms must be high pass fiitered in a special way. The high pass filter must not dis-
turb the ability to determine at least twenty Taylor coefficients of a target's {ransfer

function,

The above results constitute the first mathematical evidence that a unified
theory of animai echolocation exists. The theory also provides a measur2 of the maxi-

mum number of spectral coefficients that can contenient]ly be estimsated by the znimals,

Becauze of similarities between the theeretical waveferms and their
Fourier transforms, one can interpret the bat signals (and possibly the porpoise signals

as nell) in terms of 1ime domain charaswerization of an unlmown amplit ide modulation.

This aiternate inlerpretation is interesting from several viewpoints:

{1 It implies that, for certain classes of signals, one can
find a time invariant, linear fillering operation that is
equivalent {o any amglitude moedalation. This equivalence
implies (Secrion 10) the exisience of 2 time invariant filtar
which has the same effect as any time varying linear trans-

formation of a given pulse.

* '? te theoretical signals have also been maiched o echolecation pulses of Ep.esicus
fuscus and Lasiurus borealis. These matches will be discussed in a future report.

6-30
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5.8 ~-Cecatinyed,

{in) The AM inierpretution provides insights into the possible
functions of various neursicgical processes which have
been discovered in the auditory pathways of bats and other
animals, Specifically, one can inferpret the functions of
neurons which respond to specific frequencies or chirp

rates,

(iii) Tk interpretation illustrates another virtue of power
series spectral analysis, viz., that both multiplication
and convolution in the time domain can be represented by
the same operation {convolution of appropriate coefficients)

Y

in the frequency domain,

in a discussion of neural processing {as seen from the viewpoints of
amplitude demodulation vs, lirear filter characterization) it was pointed out that a
single matched filier couid be implemented with 100 neurons, orovided suitable inputs

were available, It would seem that the proper input signals can be made available

w

-ia the parailel connection of neurons to carry high frequency information. This

concept is discussed further in Section 8,

it is possible that correlation using a single nerve cell could be performed
at a very peripheral lovei, perhaps at the location whers pressure waves are first
comverted ints chemical-electirical sigaals. Such a hypothesis would require ‘:} that

optimum filtering be detectable at the peripheral ixvel if anesthetic is not %,s,sed

§-31
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(ii) that efferent ner = fibers extend zall the way to the vicinity of the hair cells , and

{iii) that the corrclation processiiag of a wideband signal be divided into a sequence of

., . s 75
narrowoand correiations over restricted frequency ranges,
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2 TEST THE THECRY.

_The Physical Implementazion.

In order to gain furiher insight inte the
5 being carried out with high {

i as a redu~tion o vractice ior a patent

ugment the reader's comprehension of the theory.

The ultrasonic transducers that were used for the exm-,ment were built
to the specifications given by J. J. Q. Mg Cue a:d A,
ucers were designed as receivers, one was used as 2

ducers are shown in 2 bistatic configuration in Figure 7-1.

.

the foreground; if is perpeadicular to the line

ducers,

t has
Specificaliy, t

es; the electranic eguipment was built by

Heaze,
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{o be 2 compromise between bat and porpoiss

ocziion waveforms. Like dolphin signais, mo truncation fincetion wias zpplied
fromuency domain,  Like bat signals, the phese factor was made large encugh

A3 gRA =3 Al

= £ =
Fru

mzmber of zere crossings, i.e., & recognizabie chirt

5
=3
=

arge enough io produce a chirp, is still not as Iarge #

s

W

much larger ihan thnt

e

=
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7.1 ~-Continued,

counterna.ts, and by the similarity of the signal to its mathematical cecunterpart. Fig-
ure 7-3 shows that two analog diffe:rentiations and one analog integration are reasonably
well behaved. The second integration is imperfect because of low frequency distortion
(integrators are low pass filters) and because the pulse is truncated for efficient ROM

R
utilization.

Fminnry

A scale] reference signal is correlated with the target echo by maltiplication

and integration. The maximum output of the correlator is determined for each reference

" mum.u(dt

I I

signal. The maximum outputs are related to the target power series coefficientis by the

wo P B

analysis in Section 4.

Some Qualitative Resulis,

The most important results o this ex»eriment are the qualitative observa-

iy

tions 2 insights that are cbtained before one even begins to ccllect numerical data.

Echo differences for different objects are easily observed on the oscilioscope

screen. These differences seem {0 be manifested as different amplitude modulations

%nFWin

~
2

- s . P
imparted to the returning pulse. This cbservation has already Deen reported by Griffin

o o VN S R

piinan

Figure 7-2 illustrates that the scaled signals have thelr maxima at different
gu )

o 8y A dodhn o

ivomndf

times, relative to the returning echo. When the scaled reference signals are correlated

i

*+ A better (but moure expensive) way to produce the reference signals is tv use a different
clock rate for the second ROM pulse,

i O
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--Continued.

with an echg, the coarrelator output is very dependent upon the amplitude of the ccha at

the peak of the reference signal. Maicned filtering for power series target charactari- =z
:EJ:

zation i1 thus equivalent to amplitude demodulation of various portions of the reflecte d

S

pulse. This equivzlence has been expiored in Section 6.

I

Lu

Further insight is obiained when one realizes that the reference signals

which "look" at the leading edge of the echo pulse are the differentizted or shortened

B e A

versions of the transmitted signal. Differentiat~d reference signals are therofore used

to characterize the leading edge of an echo, which is related to initial curvature ard
=
"hardness” of the material.

- Conversely, integrated (stretched) reference signals characterize the trail-
. ing part of the echo, and are thus related ic the range exient of the targst. Experimental-
. Iy, targets that are extended in range cause the echo to e stretched. This streiching
. can be characterized by an integration process when the appropriate signals are used.
= , o 43 . . . .
* T.R. Bullock and 5. Ridgway have found a dichotomy in Tursicps' neural processing
= of acoustic data, Signals with fast rise times are processed in a different part of the
1 - brain than signals with sion rise times. Since transmitted echolocatior clicks generally
§ have fasi rise times, Builock and Ridgway chose to classify the fast rise time analyzer
E T as the sonar processor. Slow rise time achoes, however, are still possible with fast
i § - rise time signals. Such echoes would occur for targets with gradual changes in acoustic
£ impedance or cross section, such as a large tilted plane or a 2oft. waterlogged object,
£ and for all targets that are far away, since the channel acts as a low pass filter. It is
§ - therefore tempting to reclassify the fasi rise time analvzer as the "sonar proc2ssor
% for cluse, hard targets.” Reflections from such targets may require quick, decisive
§ bl artion, whereas cther targets can be contemplated at leisure. This reaction time con- 2
E - sideration may explain the dichotomy found by Bullock and Ridgway. An interesting 2
behayioral experiment would be the measurement of reacticn time as a function of signal jg%i

hape,
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The author has often been asked about the correiation of speciral power
series coefficieris with farget shape. The above observaiions supply 2 partial answer.

Smail, hard targeis with} ’,Ziipd range extent will have comparatively large
. ¢ n T
forn>9, where F {w) - ;S: f w | Targets with large ran
-N/2 B
in accustic impedance will have comparatively large coefficient

Seimze Quantitative Resulls.

A schematic diagram of the expariment is shown in Fi 7-1 ne second
RO pulse iz correlated with the echo, after being passed throu or

intezrator, The maxinwum correlator response magnitude detcrmires a coefficient

tnat helps to characterize the farget tranefer function. he fiter outputs should be

nrocessed a Section 4, Figure 4-3, For our purposes, however, 1i suffices tfo
show that the corrs indeed different for different fargets,

All correlater responses should e normalized. Each respunse should be
ed by the ouiput of the autocorrelator, i.e., the correlator response when the rei-

ame as the transiniited signal.

w3ed: A steel cylinder with a 3/ & inch diameter,
ir to the angle bisecting the fwo transdacers (the "per-

a 3ame plane tilled thirty degrees, with the clesest edge tow

" A A
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--Continued.

The data is presented as reflected signals and numbers in Figure 7-5 and

-

Tehle 7-1, Figure 7- 5 shows the echoes from the three diffv:ca! targets. Table 7-1

Wy
2

iliustrates .hat one can indeed obtain different normalized correlator responses for dif-

Experimenis are currently under way to gaiher daia when receiver and

v

transmitier are colocated, rather than separated as in Figure 7-1. We are zlsc dis-

- minating between cylinders of different size, in an attempt to simulate some of the
behavioral experimeuts that have been performed with cetaceans,

oy

1t is hoped that the experiment will soon be set up to discriminale iargely

fesi§

in nator, asing small, off-the-shelf wideband transducers. I would 2iso be interesting
1

disturbances on the 2ir-water interface, as Noctilio leporinus (t

£ 4
e 41

oy
i
"
ok
th
&
[
i1

z

One vould set up the capaciiive {air) transducers 10 i

.
i
%
3
;‘?'
o
2
sﬂ

20X
aquarium containing fish, and electronically trigger a2 camerza to record

-
o]
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pos
n
o
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)
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sitions when an appropriate set of {ilter respenses is ubserved.
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-~Continued,

The combination of N (fo) filiers explains the just noticeable {equency dif-
ference data. To transiate a CWtone from ope filter combination to the next, ithe frequency
must be shifted by * N (io} w3 Hz 1/2, i.e,, nalf the total bandwidth, For fo < 1 KHz,

° N (io) x&1/ 2 = 2,5Hz; at fo = 4 KHz the required translation i3 10 iiz ; at fo =
8 KHz , the required translation is 20 Hz, These numbers correlate closely with the

just noliceabie frequency differences.

The tone duration data is also explained by the new model, since signals
are convolved with a filter impulse response that is 0. 2 seconds long., The maximum
response to an inpu! pulse of constant frequency will thus increase linearly with pulse
duration until the pulse ! .comes longer than 0, 2 seconds. At this point, the maximum

response remains ¢.:nstant, even whern the input pulse duration is increased,

The new model is also consistert with the capacity of neurons to transmit

-

g
i
i
B
i
i
i
{
i
i
i

a signal., Tue refractory period of a tvpical reuron lasis approximately one millisecond.

Because of this refraclory period, a tone with wore than one maximum per millisecond

L

{1 KHz) can only be iransmitted if the burden is shared by other neurons. Assume that
these neurons are connected to adjacent 3 Hz filters. Spontaneous discharges of different
neurons will cause them to L= excited at different timaos, since the excitation of one neuron

may occur during the refractory period of another. If e.ch neuron triggers on a different

LA b ¥ AL

signal peak. then a2 combination of four neurens can hendie a 4 KHz siznal, eight neurons
can hawnrlle an 8 Kiiz signal, etc. In general, a combination of N (f(,) neurons can handle
a signal with frequency fo . where N (fo} was defined above, If the N {io) neurons are
conrecied to adjacent 5 Hz filters, the just noticeable frequency difference will be

TN v5HZ ]/ 2
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--Continued,

C.S. Johnsons‘; has pointed out that the new medel can also explala the
rapid cutoff of marine mammals' auditory thresholds at the high frequency end. The
model can also explsin changes that occur in the auditory spectrum analyzer for wide-
band signals. D. M. Green has found that "eritical bands are not fixed in width but are

adjustable so as to match the particular detection situation. '

The most important aspect of the new model is that it allows for faithful
transmissinon o” * complete signal without the information - destroying, norlincar recti-
fier-integrator (..velope detector) as a necessary component of initial rrocessing, The
receiver can thus operate upon the spectral phase of a signal, as well as its spectral
amplitude. In terms of the theory in Sections 2 through 4, the phase as well as the mag-
nitude of speciral Taylor series coefficients can be determined. In terms of matched

. . . 56
filter theory, true pulse compression becomes possible.

A discuacerting property of Fletcher's model is its behavior when it is
utilized as a sonar signal processor. The low pass filter or integrator at the output of
vach critical bandwidth filter results in an output pulse that is at least #. 2 seconds in

duration. regardless of the bandwidth of the input signal., The range resoluti_i of a

gonar processor equipped with such an envelope detector is cn the order of 226 feet

in air, or %00 feet in water,

It is obvious that animal echolocation systems have much betier resolu-
tion. In fact, J. Simmons’ rxperimentssg show that ihe range resolution of the FX bat
Eptesicus fuscus is predicted by the autocorrelation funciion of the bat's sonar puise.
This rcsolution is spproxim.tely determined bv the reciprocal ef the bat's signal band-

widith, and is equivalent tc about half an inch.
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8.3 --Continued,

If anim=al sonar data is to be cxplained by Fletchevr's model, the envelope
detectors must i altered to shorten the integration time. A shoriar integration time,
however, does not provide an adequaic explanation for the measured tone duration de-

perdence of the auditory threshold,

The linear model does not sulfer from the above problem. Although the
impulse response of each 5 Hz {ilter is 0, 2 seconds long, a linear combination of these

responses can produce a pulse with a mwuch shorter duration., The minimum width of

Sl e o e

such a puise is approximately the reciprocai of the total bandwidth of all the signals that S

are added together,

Envelope detecting the output of each 5 Hz filter is only legitimate if one

assuraes that the signal is a tone with a bandwidth that is less than 5§ Hz wide.

The new model allows for linear signal analysis and reasonable range

resolution. but does not offer a completely satisfying explanation of critical

bandwidth data. It would seem that a minimum aumber (twenty) of the N({p) combined

R A R L L T R T

8 Hz filter outputs must be further combined when narrowband masking noise is

Ay

introduced, Perhaps a stimulus with a bandwidth exceeding some minimum level

elicits pewer serics speciral analysis, while a narrowband tone is subjected o

Lo ot it B33t 2

ordinary spectrum analysis. This dichotomy could explain the division of many

o5 bl

bat signals into narrowband tones and wideband chirps.
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S. MINIMIZING THE VOLUME OF THE WIRDEBAND AMBIGUITY FURCTION,

The volume of the wideband ambiguity function is not fixed as in the narrow-

band case, ‘even though signals are defined to have unit energy, It is still possible. how-

ever, to define a 32t o1 signals such that all members of the set have the same wideband
5..

ambiguitv volume., A relevant examp is the set of signals with Fourier transforms
/4 -flegw)®/ 2logk
. -1/ - {log ) 2log | j oo {w) .
Uw) = e Vo BRI wi) {9-1

where o (w) can be any continuous function and k can be any constant greater than one.

33

All signals whose spectra can be described by (8-1) have a wideband ambiguity function

’!

- s - Y 25 . 24 x
with the same v olume as the narrowband ambiguity function i.e

s ke

. f 2 : 2
Volume = bx (7,317 drds = 2787, (5-3)
ol !
[s) - -]
where E is the energy of the signal
For good range ard doppler resolution, the vclume under the ambiguity

function should be made as small as possille. Theolume depends upon ' Uiy b =

. ALy, ;
Volume = E j —o=c de {9-3)
o

The dependence of volume vpon | U (w)  explains why o (=) can remain unspecified
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--Continusd.

)

. e i e . 58
An undesirable way to minimize the volume ig indicated by the irequality
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where

i e

8-5)

)

1]
_*U
o

the mean square duration, IfD t is made small, the volume will be made smali. For
9

a given energy, howeter, making D, small implies a large maximum power, 2 guantity
<

L]

which is alwavs constrained ir any practical system.

A meaningful volume minimization problem is then te find the function
< 2
% 4w) that minimizes{ [ A" (@) / @] dwasin {9-3), with constraiats that (i) E .

& {\L«' -

o S 2 2
the signgl energy be kent large. and (ii)‘[ A (w) ] dw, alower bound for D, .
i
O

R G

be kept large
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S, ~-Continued,

The functional to be minimized is therefore

[ 4]
2
[ [A" (W) /wldw + A

o

where }‘E and ?\,I_ are Lagrange multipliers for the energy and time duration counstraints,

i
g
g
i
i
i
I
I
I
I
I

The Euler-Lagrange equation provides a necessary condition for the func-

tion A {w) to be an extremaloid of the functional {8-6} :
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The Legendre niecessary condition requires that
2 F
L (9- 9)
d AT

in order that the extremaloid te such that the functional (9-6) is minimized. Eguation

{9-9) requires that

. . el ex . R
Equation {9-8) »an be written in the same form as the Coulomb wave equation

.. 2
A+ 1i1-(2p/w) - LL+D/w 1 A = 0. (9-10)

-

Te make (9-F8) identical with (9-10), let

Ap T o 1/2n9 2 A= - (9-11)

The two equations are ‘hen icentical if L =0 or L - 1. The solutions are the Coulomb

-

. 59
wave functions

F (n,«)and F _{n, =) .
o -1




--Continued,

Since both Fn n, w}anéd F ; (n . <) are solutions of the same differeatial equation,
. s . . . .59
they must be equal. Indeed, if L - 0 is substituted into the recurrence relation

/2 9
Fr i - L7/ rotn, e,
{5-12)

one comes io the conclusion that
FG (Ti! i&’} = F._} (??r ﬁ:) - (9_13}

-

The functions A () that minimize ambiguity volume while constraining
energy and time duration to remain large are therefore Coulom® wave functions with

L =0,

i
§
I
|
I
I
l
I
I

N ”

Since A ()} is defined as the magnitude of the spectrum U {w}, we require

fimenin

that A («) 2 0. Furthermore, we require that A {«) be continuous, so that the integral

in (5-5) is defined. These two impiicit constraints imply that

for « > 0. Forexampie, Figure 9-1

AftYfor - For energy normalized signals,
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TG




forn=1, 5
sings,
teness Requ

@)

(84
To
Fins

re Semidefing

n,
yA

e}
i

igure 9 1.

=
H

DS UAN MMM  RGA SR SNl el Ges Dl bl Gl e el peond Dol el DaeE NN DS
B A S AR RSO

. O T
__A_::_i::,_, ,,_

Al
wilh

L




!

A

VR

(

i

A

A PSTHEI

N
i

A e R

ORI

i

it

A i

B
i
i

L

=
=
E
=
=

AR

joeooniy

i

hormni)

IR B AT 90 Bt o

v

i

ey

]

ESL-FR115

9. --Caontinued,

from (9-3) that the volume derreases as u is increased. The minimum attainable
solume is therefore determined by the maximum frequency that can be obiained with

a given system,

Equation {8-14) defines the amplitude of the sigaal's spectrum, buf what
about the associated phase? From the viewpoint of volume minimization, the phase is

arbitrary. From cthe viewpoint of pulse compression iechniques, howerer, a ncalinear

e

3 £

will be avoided if a log phase function is used with the positive semidefinite function
*
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--Continued.

One way ‘0 transmii binary data with the signals (2-8) is to use linear
increasing period modulation for one signal and linear decreasing period modulation for
the other. These modulations are induced by using a irequency phase function equal to
exp [-'2mlog w/logk Jandexp [ +j 2mnlog & / log k 7, respectively. These sig-
nals are e.cellent probes to determine the effective transfer function of the channel qua
linear system. Therefore, if the receivers in Section 4 are used (rather thaua only two

matched filters), une can characterize the channel at the same time as data is being

transmitted.

if the channel is stochastically time varying, one can ostimate the ex—
pected values of the coefficients for a linear filter model. TLose expected values are
related to the coefficients é’n that é2scribe the time varying gains in Figure 10-1, i.e.,

a (O = A (10-1)

©
L
m=0

In this case, a (t) 1s a stochastic process which we represent by the expected values of

A . where
am

m

- m - T
fd a (4 dt ‘::e" % 1/m:

The expected values of A arc rcelaced to moments of the power spectrum of the process
nm f P
i 60

a (t). For a stationary stc chasti- process,
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--Continued.

m 4, M
rd an(l)/ut lico

(10-23)

where Ra — Sa {«) are the autocorrelation function and pswer spectrum of the
n n
stochastic process an (t),

Simplification of Complicated Sonar and Communication Problems ; A
Return to the Planar Target/ Perfect Channel Situation,

Radar/ sonar operation for perfect all-pasgs channels and planar (“point')
targets is well understood, This report has considered nonplanar targets whose shapes
change rapidly with time, and time varying, impe-fect channel transfer functions. To the
extent that target and channel transfer functions are predictable, appropriate signals and

filtc ~s for detection of a target and analysis of its transfer function have been derived,

It is evident, however, that there is considerable unpredictability in detec-

tion of a target from a specific aspect angle at any given time. Stochastically time




10,3 --Contirued.

—— e =

varyving targets can be treated via the analysis in Section 10, 2, and vandom aspect angles
can be dealt with as in Seciion 4-8, These approaches model the receiver in terms of
the expected values of the random parameaters, Although performance of the resulting
system may be optimized in terms of many different observa<ions, performance may

be poor for 2 particular observation, e.g. , an aspect angle such tuat he obseried rarget
parameters are very different from their mean values. I terms of detection theory, the
variance of the sufficient statistic may be so large thai the probability of false alarm is

considerable when the threshold is set to give a reasonable probability of detection.

Given the above considerations, the sonar theorist {and echolecating animals)
may vearn for the simplicity and demenstraied performance obtainable in the planar target/

perfect chanael situation. One way to achieve this simplicity is to use narrowband siznals.

g
4
§
§
i
I
!
I
]
I

These signals, however, are of little use for range resoiuiion and suppression of clutter
gnais, ; DL

via range gating, One must therefore ask the question:

"Does there exist a wideband signal such thai the response of its

W |

1atched filter is impervious to time var-ing linear transiormations

of the signal?"

ol 4 s 0

A solution to the above problem is implicit in the results that have already

been discussed in this report. In Section 10, 1 if was demonstrated that time varving

transfer functions have equivalent time invariant counterparts, if the functions U ()

in Eguation (2-8) are used, For a single pulse, any time varyving nonplanar target or

channel transfer function can therefore be modellied as a time inmvariant linear filier,

DM e i)

bR
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10. 3 -=Continued.

Furthermore, it was shoun in Section 2, 2 and in the »mpzefzz;u tnat if the parameter k is

sufficie. tlv large, i.e. , if U («) is sufficierntly wi debﬁzm . then the additional echo

2
compnnents a, « U (v) - U (w) + ... caused by time invariant filtering are uncor-

£

related with ¥ (o), Yor izﬁ mg*mis defined hy Equation (2-8), the added echo components

iniroduced oy nonp.anar targets and imperiect channels do not affect the response of a
filter that is matched e U (), Hkis Ia ge. This filter is matched to the transmitted
signal, i.e., to the echo that would be conve,c” through a perfect ali-pas; channel from

a planar target,

For the s:7nals {2-8§) with sufficiently large k, the response of a single

matched filter is tls\t_;:e:fore impervious to time var) ing linear transformations of the
signal, Ectoes can therefore be processed and interpreied in the same simple, siraight-
forward wayv that wouid apply to plana: "arget’ perfect channel situations,

For communication systems, utilization of the signals (2-%) should result
in minimum degradation of matched filter performance, even if the channel is rapidly
time varving and unequalized, The wide bandwidth allows for resolution of maltipath

receptions,

/4]

igolation befween echo components increases with bandwidth, Tor the
uation (2-4), the planar target medel becomes more realistic as bandwidth
is increased, u.ther than decreased.

** This result explains an observation made by E. 1, i{fiebaumm and R, A, Johnson i{i
viz.. that a Myotis pulse is nearly impervious to low pass filtering, so far as matched
filter performance is concerred,

[T
]
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30,1 Appiicution to Dia agnostic Ultrasound.

If the wrong signals and filiers are used, it is easy to see how a wider pulse

bandw idth could inteaduce more ~onfusion than it eliminates, especizally if the planar

target/ perfect channel condition is explicitly or implicitly assumed.

An example of this confusior. is to be found in diagnostic u}trasound research,

. . . 2, 63, 64, 65
When a constant frequency pulse {the fa-orite signal for diagnostic uilr'zseun\; S
is made more narrow 3o that its bandwidth increases, "any difference in amplitude or

veloeity for the different frequency components within this band+idth will distort the
. - 68

3

. filiered  puise and generaily widen it, "

Diagnostic ultrasound techniques are generally used to construct an inage
of an object by means of multiple reflections irom the reflector's surface. For most

sideband siznals, this image is degraded by imperfect sound channels (intervening tissue)

or by ras o muarure of the reflecting surface. 7This degradation occurs hecause of distorted

*

pulses at the .aatched filier output. The distortion can be manmifested as widening of the
outpul pulse, unwanted ambiguity peaks, and a displaced maximum,

It has been shown (Section 10. 3 that the increased ~esolution inherent in
wideband signals {for the planar target, perfect channel situation) can still be obtained
under imperfect conditions, A wideband signal can be used for ulirasonic diagnesis if
the corresponding matched filier response is impervious {o linear {ransformations of

-

the signal, Eguation {2-%) describes the Fourier transform of such a signal,

* {he é;s;}w:we effect of different propagation ielocities at different frequencies can be
modelled as a pulse compression or expansion. The Doppler tolerance of the signa‘;s

{2-%} and their iack of range-Deopler coupliag (‘%‘chs'\ 8, last paragraph! ensure that
that such cifeets will not degrade the output of a filfer that s matlched to the :z"L,::mun.ri
winngfnrm,
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The FM Equivalent to any Measured Transfer Function ; FM

Demodulation.

In Section &, amplitude modulation functions were written as power series
with complex coefficients. A frequency modulation function can be written in the same
way, It would therefore seem that the receiver in Figure 6-7 can be adapted to estimate

£
the coeffic. :nts of a function ¢ (t) that is used to frequency modulate the signal u (1).

The frequenc; modalation process multiplies u (t), the inverse Fourier
transform of one of the functions in (2-8), by exp { j&(t) 7. Although multiplication of
u {t) by exp { j & (1) jcan be interpreted as an amplitude mo-ulation process, a complex

representation of u (1) gives

iTe M)+ &) .
fum 1 el o, el {10-1)

The phase function associated with u (1) has an added infoermation-carry-
Fd

ing term. For standard FM, (d/dty [¢ (1) + 6 () ] = w, + 6 (), where A is the
, u

carrier frequency and ¢ (1) is the modulating signal.

The desired information is contained in the power series coefficients of

fhe demodulation process should therefore provide estimates of D, !31 .D,,
o 2

., Where
N

N
~ Z D in .
0
n=0

10-10
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10.5 --Continued,

In Section 6.6, a method of finding the coefficients A corresponding to an

amplitude modulating function was given. In terms of 2 modulating function exp Ti ¢ {1}

we have

REI0)

1"
)8
S

=)
[ ad
=]

e’
1t
o

The problem is to find a transformation that relates the A coefficients in

(10-8) io the D coefficients in (10-5). Differentiating {10-6) gives

ot ]
fs ] ot -1
el . 2 nAt™ o= z Bt
- ] 1
n=0

dt

-y

o]
1]
e
]

where

3]
"
.w.
f.
pront
-t
L

B = H A {10-9)

(10-6)

(10-7)

(10-9)
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Evaluating the left side of (10-7),

1, 1 b 907 i o G i

=
n
z B_t

fag!

=0
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10, 5 --Continued.

(10-13) is impiemented. Although the demogdaiation is accomplished by a matrix
transformation, the transformation is nonlinear because A is processed with a matrix
whose ¢lements depend upon A.

-~
: ¢
-

Notice that the inverse relation, A = j H: -1 D, dors not make

-1 R .
A - This observation
suggests that the demodulation process to obtain the coefficients of & * (D) is irrevers-

sense, since A must already be known in order to calculate T

ible (information is destroyed). Civen D, one cannot uniquely reconsiruct the A ccef-

ficients which correspond to D.

Equation {1¢-~13) demonstrates that 2 linear filtering operation cun be
interpreted as a frequency modulation of the signal a1 (t) , provicea the right hand side

of (10-15) exists,
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10.6 Taylor Expuansions about Frequencies Other than Zero.

It has beer shown that ampiitude modulation and linear filtering can have
iGentical efiects upon spectral Tavlor ccefficients. These coefficients can be defined
in terms of a Tavlor expansion sbout any arbitrary frequency < as well as about
- 0, Returning to Section 3.4, we can redefine the functions U (=) and F («) in terms

of expansions about = = P

(10-16}

[
——
t,
-
0
N
s
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—
{,
1
',
m'ul'
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i
povd
=3
I3
e}

b o (10-17)
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i where T is the sguare matrix ia (+-33).

£ ~
. b = T~ £ {16-20)

ot T g ULYMES (RIS TR

; * i = = = - rd
so ihat the same resull applies o coefficients of 2 Tavlor exnansionaboitw  # 0.
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Similarly, if
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-~{ontinued.

Response

{10-28)

This response is aspproximatelyequal fo fo | U () }2 if

g1 lca/a |1? << |1 ]|

foralln £ 6, or

9
- Iy &
e | << kY “’4§f9§ . (10-30)

Channel transfer functions F {w) tnat satisfv the above inequality will not
seriously affect the matched filter response. Notice, however, that Titlebaum's counter
example does not satisfy the inequality. Condition (10-30) can therefore be usedas a

test to determine the applicability of the theory to any given situation,

i g
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SYNTHESIS, TRANSMISSION, AND UNDERSTANDING OF SPEECH.

Applications of the foregoing ideas to speech processing became obvious
in the light of two observations:

Iy

The human and aeditory specirum analyzer is apparent
set up to perform the operations discussed in Sections 3
!4, Specifically, signals are analyzed to determine
their spectril Tarlor series ecefficients, Receiver oper-
ations are greatly simplified when (i) the coefficienis of
interest are associated with a filter transfer function F{w),
and (if) the received signal has Fourier transform F (w) X

U {w), where U (w) is defined as in (2-8).

Human speech can be modeled as the passage of a pulse
train or white neise through a slowly time varying linear
filter, so that the information content of speech is obtained
through analysis of the filier transfer function,
The usuzal speech svnthesizer modei 67, 68 is shown in Figure 11-1, An

equivalent model is shown in Figure 11-2. In Figure 11-2, the white noise generator

into a filter with {ransfer function U (w) and a second filter in cascade. Knowledg of

of the second filters (Fv {«’) and ?} {=} in Figure 11-2j implies

tion content of the sounds produced by the speech synthesizer.




L T L B L B

Fixed
Filier

Generator of
2 Train of Filter for
Impulses, Voicad
T Seconds Camiponent
Apart -
i e Filter for
White Noise Unvoiced
Generator
Component
Figure 11-1. A Model for Spee:
et. al 61
Juznerator of
a Train of
Impulses, U )
7 Seconds
Apart
Gensoator of
Impulses that
U {=)
Times (Poissor

F_ ()

]

i

Dccur 2t Rando
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Figure 11-2,

]

!
@—-& Speech
i

A Model for Speech Synthesis that is Equivalent to the Mndel in

Figure 11-1.

U {w) is given by Equation {2-8).

]

ii-
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+——p» Speech

h Synthesis, Devised and Tested by Flanagan,
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1l ~-Continued,

It vas deduced in Section 3 that the ear is designed in such a wav 25 to

\

characterize the transfer functions of the filler

of their power series speciral coefficients, rtharmore, 2 specific method has been

derned for processing the data at the output Jf the ear's critical bandwidih filter bank

Receiver configurations tu detect a given set of coefficients (by implementing a likeli-

hood ratio tes!) or {0 estimate the coefficients of an unspecified filter (bv maximum
likelihood estimation) were deduced in Section 4, A complete receiver anecification
has thus been obtained for heth d and estimation.

The above deductions could have been made without the added ingight that
has been provided by animal echolocation studies. Nevertheless, it has been observed
that signais with transform U (&) (Equation 2-8 and Figure 11-2) are actually uiilized

by both bats and cetaceans {o characterize a linear filter (i.e.. a nonplanar sonar
the

Moy

target). This observation was, of coursse, the impetus for an interpreiztion o

)

aunditory spectrum analyzer as a device for power series spectral characterization.

3ore important, animal echolocation signals provide evideuce that the speech synthe-

sizer in Figure 11-2 is more than a convenient mathematical model. Animal sonar

rongly suggests that the human brain interprets speech exactly as if phoneines were

synthesized by the model shown in Figure 11-2.

Amimals that echolocate are forced to utilize sonar signals that are com-~
mensuraie with their built-is receivers, The same reasoniag implies that hums

are also forced to utilize -.emmunication signals that are commensurate with their

buiit-in sound analyzers. The optimum processing methods of Section 4, together

with critical width dlte: transfer functions, should therefore yield an extremely

rs I—’v (<} and Fu () {Figure 11-3) in terms

63 B O M S
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--Continued,

racterization of speech. A reasonable hypothesis, then, is that if Tayvlor
series spectral anzlvsis is applied to speech, the basie information-carrying parameters

of the speech waveform should be obtained. Access to these parameiers would greatly

B S

simplify the computer understanding of speech, as well as data compression for trans-

e

missiua of speech,

Finaily, one can apply the foregoing ideas to a very interesting topic - the
analysis of aniinal communication signals, By determining the appropriate coefficients
of cetzecean communication sounds, one can compare the data rate with that of humans.

The analysis may also provide a method for computer understanding of cetacean speech

¥

A

*
(if there is such a thing ), as well as that of human beings,

Wiy o

Qg

i

F M MR 0

J

]

i

* Some cbservations concerniag exchange of information between cetaceans are discussed

on pages 55-58 of R. Stenruit's bool, &

Vs

]




A particular set of signals provides an excellen ch fo the measured

echolocation clicks of both Tursiops truncatus, the Atlantic bottlenose dolphin

Ivotis lucifugus, the little brown bat. This signal set can be derived in st least

different nays, 1ations are based upon observed properties of aona-

the o qu r systems, or fhe messured signals themselves,

it

il

The derivations incorporate new ideas concerning sonuar targei characteri-

i

zation , mammalian auditory processing, and modulation theory, Each new insight is,

in turn, pregnant with man; applications that seem far removed from the rather essteric

desire to formulate a unified theory for animal echoiocation.

The first derivation

terized by their transfer functions, jusi as in linear syste:

-

Py

cation of this concept is th
clutier rejection and tar;
theory of sigpal-filter
be applied,

The second derivation is based upon the concept of a line
to determine the speciral Taylor serizs coefficients of any input s
has been mathematically defins

maodels of the mammalian audiio




12. --Continued,

e

'
o

"

b

F {w) is unknown and U (=) belengs to the set that has already been matched is bat an

porpoise echolocation clicks. Obvisusly, if U (&) is used as a transmitied sonar nulse,

all echo spectra have the required form.

o
&

The above argument not only coastifutes zn aliernate derivation of

doiphin sonar signals; it also provides insight into the workings of the humazn auditory

system. Particularly important is the assertion that human speech is both synthesized

4 3 =

and charucterized by the Tavler series coefficienis of F @}, where the speech wave-
>

- -

form itself can be writlen as the product F {w) U {w).

In a recent article in Nationnal Geographie, A. Novick stated that “research

on these highly :alized mammals [

~ bats ] may help explain how man's brzin proces-

ses information. The basic <esign of 2 brain - be it man®s or bai’s ~ is much the same.

By tracking the processing of sound through a bat's brain, which is much simpler than

d is coged, analyzed, integrated, and acisd upon.™

™
b

-4
@
P
ﬁ
'c:
@L
ﬁ
P
2
:
a

The second derivation indicates that Dr. Novick's hopes have a firm foundzfion in mathe-

| L [
o ittt ot it

ng} can have the same effect,
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_APPENDIX

Al Darivation of Signais,

The theory ip this report is based upon the ideu that an echo from z sonar
target can be expressed as a linear iransiormation of the transmitted signal., Targets
can therefore be characierized by their transfer functions, just as linewr filters are

characterized in electrical engineering. The farget transfer function can be parvmetel-

ized by expanding the function in a Taylor series, i.e., z polynominal in frequency

whose coefificients describe the farget. One is then faced with the task of defermining

the Taylor coefficients.

in order to estimate the coefficients with a minimum of mathematical data

manipulation, one should use 2 signal that becomes uncorrelated with itself when its

. . teTets n . . . . .
Fourier transform is multiplied by« , n=0, i, ... , N. I such a signal exists, a

bank of filters can be used to decompose echoes intc components whose amplitudes are

the desired target coefficients,

P 13

Ome set of functions that become uncorrelated when they are multiplied

r )
by = has the properxty that

. - n, .
@ Uy = C U{w/kyi . {A-1)

ingether with the property that
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—Continued,

, forall ¥ . A-2)

In Equations (A-3) and (A-2), U (w) is the Fourier transform of the

Analytic signalu ({) and | Xﬁg {T, i-.% i is the wideband ambiguity function of the

iy

signazl, The ambiguity fanction describes the response of the filter U* {9} to the energy

- s * 3 _352 - ry 31
normalized signaik —~ ~ U (&/k).

W’W‘ Illllw\

i

=2 = - = - -— - 7 =
E = To derive the s.emals that satisfy Equatien (A-1), we consider a more

general condition;

T

L U = cE ek (A-3)
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1

&

where p is any real number, Differentiating both sides of (A-3) with respect to 5,
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Ambiguity Function,

Tiie wideba..d ambiguity function of an Analytic signal with Fourier trans-

form U («) and Eu =1 is

-]

. T 9
!xu(f,s)l2 = | "l—/—z f Vi) U w/sje " quwi®.
" 27s o
(4&’13)
For the functions (A-12),
n ny n2/2 n
U(/ky = &~ w U (w) (A-1i4)
50 that
n nv + n2/2 n
w U@w) = k ’ U (e/k) (A-15)
i.e.,
nv + n2/2
C. =k (A-16)
n
iﬂ (A-l}o
Using (A-14) ,
2my 2m2 m =
= 2m, 2 kT - 2m 2 “jeT . 2
(T, k = = T (w @ .
Xy (MK | T f W U) |Te T dw
o
(A-17)
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A2 --Continued.

Using (A-15) ,

2

e U 12 = k2™ 5™ g™ )? . (A-18) &
Substituting {A-18) into {4-17), g
2 2

-m -m = g

2m. ;2 k - - m .2 -jwT 2 4
EX‘m("';k y 17 = V7 f FU@/K™ 7 e ¥ de | ]
s i

-m =

= ;%—‘;‘- [ | Uy 2 e d0k T du %

O §

i

2m2 ra 2 i

= & IR (K" 7) (A-19) ;

where Ruu (7) is the signal's autocorrelation function ;

=

2 %
I TY |7 = y ur {t+T P
PR (M I f u(t)y vt {t+T) dt |
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--Centinuad,

Therefore,

2 zm ;2
In Equation (A-21) , max | Xy (TR
T

power of a filter with a scale mismatch of kZm . For example, the signal could have

. -n/ 2
Fourier transform k /

is the maximum output

U (w/ kn) , while the transfer funclicn of the filter could be

matched to a different signal with scale factor k" Zm’ fe., k ®/ 2)-m /e
Equation (A-21) gives the maximum power at the output of the filter when the mismatched

signal is applied to the input.
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Mean Square Bandwidih,

The mean square bandwidth (MSBW) of a function is defined as the difference

oswy? = p 2 - wf ,

where

From {A-13},

2v0+1 2
ALy /W |

kv-z-l/é /Z} 12

| U {w/%:i
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A3 ~-~Continued,
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In (A-26), it is assumed that the periodic function G (log «» / log k) in (A-12) has the

OT—
U A

properiy that Gix =n/2) = : G {x). Using {A-23) and {A-26) to evaluate /A-22) and

(‘i“" 23} s

a2 W
B

u

= k S {A- 2?)

- k¥+3;’=§. (A-28)

Therefore,

3
i
i N f | vk’ Pae /
I
i
i

7 5 2 4 v+ 2
2v 2_k-v+3!2 _ kza 3/ &1/2_1} . (A-29)
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A4 Approximate Fourier Transforms,

It is difficult to obtain exact, closed form exprnssions for the inverse

Fourier Transforms of the functions {A-12), where, for example,

e-—j2=€n§ogw/ fog k

Glogw/ logky = . (A-30)

It is relatively easy, however, to cbtain approximate expressions for u (t) by using

. . 72,73
the stationary phase principle.

First, we obtain an integral with limits {~=, «) by changing variables ;

.2 . i
- 5 2 - - 'g; 22 z XY
u (B =.-E;_. wVe (log w)y / 1OE§\e j27 nlog /30g§=83.x.t§_w
0
A 2 30 =~ H e
1 = (wrDe -wz/ 2logk —}2an:=31/ logk jte 1
= 27 e e e d:.z,1 )
-t
{A-21)
According to Papoulis (ref, 73, pp. 140 - 141},
= Udw ) 5{*33(&*5 )+ = Sgn p ‘G })
1 ) 3 {0 i * d 1 B By
- U {&3) e}*‘# g‘v) é.ﬁ ~ O e O [+
N oxt | u” (w
/o \]r o) | (A-32)
i, o '{_e-i-.so) =0
where Sgnp ) =
o -1 (@) <0 .
B opilw, 0 {A-33)
A-10
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;é A4 ~~Continued,
and where

the stationary point of ¢t (), i.6., the value of w where ' (@) = o

For the expression in (3-31)
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A4 --Continued.

From (A-37), we see that

Sgn,u'{azo) = Sgnt i z > 0.

Substituting (A-34) - (A-38) into (A--32), we cobtain

e san 2
w+1l)log(2sn/ tlogk) - [log(2¥n/ tlogk)] / 2logk

uft) =

V27t | 27n/tlogk |

27n

_ log v . n
Gt [e°F tlogk T

27 n\
= %—_—)

ogk

27 n
log \logk }J/ logk
t
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A4 ~--Continued,
2= n 2=cn [ oy n
o J\loBk/ logt ej log k 1-logllogk
Joz k Inzc k - "
= %:aamplex constant} .t 5"‘5 ogk ) /logk v+1)
o 27 n
-(logt) /2logk j\logk) logt 2
e e " (Sgt) (4-39)
or
2 _-(ogt)/2logk j\logk/ logt 1/2
ult) =~ Ci t e e s oI\ Sen 1) .
{A-40)

It becomes apparent that (A-40) is only an approximation when one aitempts to verify

the functional relationship

3

d
-_éi uf{l) = C udkt) . {A-41)
The left hand side is
al) T log t 27n )
i 43 T ——ti = - 2 i A=
v f {CE logk “logk (A-42)
A-13
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and the riyht hand side is

u ki) = .E;\Ef.

5o that
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